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The ZHAW Centre for Artificial Intelligence

Autonomous Learning Systems

•Reinforcement Learning

•Multi-Agent Systems

•Embodied AI

Computer Vision, Perception and Cognition

•Pattern Recognition

•Machine Perception

•Neuromorphic Engineering

Natural Language Processing

•Dialogue Systems

•Text Analytics

•Spoken Language Technologies

Trustworthy AI

•Explainable AI

•Robust Deep Learning

•AI & Society

AI Engineering

•MLOps

•Data-Centric AI

•Continuous Learning
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medicine & health, IoT, 

robotics, AI ethics & 

regulation, predictive

maintenance, automatic

quality control, document

analysis, chat bots, 
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observation, digital 

farming, meteorology, 

autonomous driving, 

further data science use

cases in industries like 

manufacturing / finance / 

insurance / commerce / 

transportation / energy
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Computer Vision, Perception & Cognition
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Learning to act
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ONCE UPON A TIME
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Scientific media analysis
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The task of speaker recognition

Speaker recognition
• Tell identity of an utterances’ speaker

• Typical: score feature-sequence against a speaker model

Three tasks
• Identification: Given one utterance and a set of speaker models, find the actual speaker

(or declare as unknown: open set identification)

• Clustering: Given a set of utterances, sort them into pure clusters by voice identity 

(if set originates from segmenting a longer recording: who spoke when; no prior knowledge of any kind)

• Verfication: Given two utterances, decide if both are spoken by same speaker

(today’s approach to the clustering problem)
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Speaker recognition anno 2003: 

MFCC features and GMM models

Hybrid solution between non-parametric clusters 

(vector quantization) and compact smoothing 

(single Gaussian):

• Smooth approximation of arbitrary densities 

• Implicit clustering into broad phonetic classes

GMM comparison with other techniques; from [Reynolds and Rose, 1995].
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Results

ok not ok
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THE PROBLEM
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What GMMs do not capture

Re-synthesizing speech from intermediate stages 

of the speaker modeling pipeline
• Original utterance 

• Resynthesized feature vectors (MFCCs)

• Resynthesized MFCCs from GMM

Implication
• Temporal context isn’t modeled by GMMs
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Searching for the bottleneck

Stadelmann & Freisleben (2009). «Unfolding Speaker Clustering 

Potential: A Biomimetic Approach». ACMMM’2009.
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Bottleneck: detected

Stadelmann & Freisleben (2009). «Unfolding Speaker Clustering Potential: A Biomimetic Approach». ACMMM’2009.
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Proof of concept

SVM-based “time model”
1. Speaking rate normalization (i.e., removal of too similar subsequent frames)

2. Transformation of basic features to trajectories (i.e., concatenation of feature vectors in a segment)

3. Estimation of the support of the trajectory’s distribution in time and frequency (using a ᵑ-SVM)

4. Comparison of different trajectory models (by scoring features of one utterance against model of other)

• Baseline: GMM per utterance on MFCCs

• Time model: One-class SVM per utterance on concatenated MFCCs of whole segments

-50% missclassification rate!
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ENTER DEEP LEARNING
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Exploiting time information with deep learning

Lukic, Vogt, Dürr & Stadelmann (2016). «Speaker Identification and Clustering using Convolutional Neural Networks». MLSP’2016.

Lukic, Vogt, Dürr & Stadelmann (2017). «Learning Embeddings for Speaker Clustering based on Voice Equality». MLSP’2017.

Stadelmann, Glinski-Haefeli, Gerber & Dürr (2018). «Capturing Suprasegmental Features of a Voice with RNNs for Improved Speaker Clustering». ANNPR’2018.

CNN (MLSP’16) CNN & clustering-loss (MLSP’17) RNN & clustering-loss (ANNPR’18)
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PROBLEM SOLVED?
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Results of best speaker recognition model

«Pure» voice modeling seem largely solved
• RNN model robustly exhibits the predicted «sweet spot» for the used time information

• Speaker clustering on clean & reasonably long input works an order of magnitude better (as predicted)

• Additionally, using a smarter clustering algorithm on top of embeddings makes clustering on TIMIT as 

good as identification (see ICPR’18 paper on dominant sets)

Future work (as seen 2018)
• Make models robust on real-worldish data (noise and more speakers/segments)

• Exploit findings for robust reliable speaker diarization

• Learn embeddings and the clustering algorithm end to end

Hibraj, Vascon, Stadelmann & Pelillo (2018). «Speaker Clustering Using Dominant Sets». ICPR’2018.

Meier, Elezi, Amirian, Dürr & Stadelmann (2018). «Learning Neural Models for End-to-End Clustering». ANNPR’2018.
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Learning to cluster
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Learning to cluster – architecture & examples

a) Embedding network: examples 𝑥𝑖 are processed by (data-type specific) embedding network 𝑧(𝑥)
b) Clustering network: embeddings are processed by 𝑚 = 14 bi-directional LSTM layers w/ residual con. 

c) Cluster-assignment network: for each 𝑥𝑖 and cluster count 𝑘, output a distribution over the cluster idx

d) Cluster count estimation network: output a distribution over the cluster count 1 ≤ 𝑘 ≤ 𝑘𝑚𝑎𝑥

Meier, Elezi, Amirian, Dürr & Stadelmann (2018). «Learning Neural Models for End-to-End Clustering». ANNPR’2018.
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Learning to cluster – loss

Probability of two instances 𝒊, 𝒋 being in the same cluster ℓ (of 𝑘 clusters): 

Probability of two instances 𝑖, 𝑗 being in the same cluster ℓ in general: 

Cluster assignment loss (with 𝑦𝑖𝑗 = 1 𝑖𝑖𝑓 the two instances are from the same cluster, 0 otherwise):

Weighted binary cross entropy (weights account for imbalance due to more dissimilar pairs)

Number of cluster loss: 

Categorical cross entropy 

Total loss: 
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SURPRISE, SURPRISE?
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Quantifying to which extent DNNs use supra-

segmental temporal information

Assumption
• DNNs are superior voice models because they model supra-segmental temporal (SST) aspects

Evidence
• The ability is there in principle: CNNs can use filters along the temporal axis of spectrograms; RNNs 

have in-built sequence modelling capabilities

• The achieved results resemble closely the predicted improvements when modeling temporal 

aspects: increase in recognition rate, optimal length of temporal context

Test
• What happens if we scramble the time axis of a spectrogram as a preprocessing to DNN input?

• Rationale: if the sequence of frames is random, the only usable information are frame-based acoustic 

cues (FBA) => the recognition should become worse, confirming proper exploitation of SSTs
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Setup

3 DNNs: LUVO (Lukic, Vogt et al., 2016/17), LSTM

(Stadelmann et al., 2018) and ResNet34s (Xie et al., 2019)

Training details
• CosFace loss (Wang et al, 2018) instead of PKLD for 

computational efficiency and larger margins

• Per epoch (64x): draw 1s segment from random starting 

point from each utterance; batch size 100

Evaluation
• Evaluate speaker clustering with Misclassification rate 

(MR) and speaker verification with EER

• Utterance representation: 1s segments w/ 50% 

overlap → average over resulting embeddings

METHODOLOGY EXPERIMENTS

TIMIT dataset
• 630 speakers, studio conditions, 10 sentences/speaker

• Training set: 462 speakers (8 sentences train, 2 val)

• Test set: 168 speakers (10 sentences)

Setup
• As similar as possible to prior work (2009-2018)

• Train each DNN with original (OT) or randomized (RS) 

time axis

• Evaluate each trained model with OT and RS segments

• Clustering: hierarchical clustering of 2 utterances (8 or 

2 concatenated sentences) per speaker (40 speakers)

• Verification: for all test speakers & each sentence: 

selected 2 matched & 2 unmatched random sentences

Stadelmann & Freisleben (2009). «Unfolding Speaker Clustering Potential: A Biomimetic Approach». ACMMM’2009.

Lukic, Vogt, Dürr & Stadelmann (2016). «Speaker Identification and Clustering using Convolutional Neural Networks». MLSP’2016.

Lukic, Vogt, Dürr & Stadelmann (2017). «Learning Embeddings for Speaker Clustering based on Voice Equality». MLSP’2017.

Stadelmann, Glinski-Haefeli, Gerber & Dürr (2018). «Capturing Suprasegmental Features of a Voice with RNNs for Improved Speaker Clustering». ANNPR’2018.

Xie, Nagrani, Chung & Zisserman: “Utterance-level Aggregation for Speaker Recognition in the Wild”. ICASSP 2019.

Wang, Wang, Zhou, Ji, Gong, Zhou, ... & Liu: “Cosface: Large margin cosine loss for deep face recognition.” CVPR 2018.

OT RS
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Results

Speaker clustering on TIMIT                         Speaker verification on TIMIT
(MR, averaged over 5 runs) (EER, averaged over 5 runs)

• RF: fill a segment by picking frames at random from full utterance (i.e., more phonetic

variability)

➔ DNNs seem to ignore SST information and still almost exclusively rely on FBA features

Follow-up question
• Can we force DNNs to use SST features by „scrambling“ FBA information?
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Testing if DNNs can be forced to not rely on 

frame-based acoustic information alone

1. Make the problem acoustically harder by decreasing the SNR

Speaker verification on VoxCeleb (speech „in the wild“, 5994 speakers, 1+ mio. utterances)

(EER, averaged over 5 runs)

➔ Being able to exploit SST information helps in the presence of more noise
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Testing if DNNs can be forced to not rely on 

frame-based acoustic information alone

2. Remove discriminative power of FBAs by equalizing timbre of speakers

Speaker verification on TIMIT-NV (noise-vocoded w/ original amplitude contours in 4 bands)

(EER, averaged over 5 runs)

➔ Being able to exploit SST information helps with less speaker-discriminating FBAs

➔ Disclaimer: not evident for speaker clustering using MR
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Testing if DNNs can be forced to not rely on 

frame-based acoustic information alone

2. Remove discriminative power of FBAs by equalizing timbre of speakers

Speaker verification on TIMIT-Syn (re-synthesized w/ original, normalized pitch tracks and 

phone-level timing information from annotations [Slowsoft synthesizer, similar for MBROLA])

(EER, averaged over 5 runs)

➔ Being able to exploit SST information helps without any speaker-discriminating FBAs

➔ Disclaimer: less evident for speaker clustering using MR
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Discussion

• DNNs are lazy in picking up higher-level features like SSTs  

→ there is still the potential for improvement, possibly still one order of magnitude 

• Recent results are still preliminary and open many areas for future work

→ who helps to uncover their depth?

• Happy to collaborate interdisciplinary & internationally

About me
• Prof. Dr. Thilo Stadelmann

• Director Centre for AI, head Computer Vision, Perception & Cognition Group

• Email: stdm@zhaw.ch

• Phone: +41 58 934 72 08

• Social media:      @thilo_on_data,      in/thilo-stadelmann/

Further contacts:
• info.cai@zhaw.ch, datalab@zhaw.ch, info.office@data-innovation.org, office-

switzerland@claire-ai.org
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