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The ZHAW Centre for Artificial Intelligence

Cross-cutting concerns: Ethics, Generality
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Autonomous Learning Systems

*Reinforcement Learning
*Multi-Agent Systems
*Embodied Al

Computer Vision, Perception and Cognition

«Pattern Recognition
*Machine Perception
*Neuromorphic Engineering

Natural Language Processing

*Dialogue Systems
*Text Analytics
*Spoken Language Technologies

Trustworthy Al

*Explainable Al
*Robust Deep Learning
*Al & Society

Al Engineering

*MLOps
*Data-Centric Al
«Continuous Learning
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ONCE UPON A TIME
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Robust Text-Independent Speaker Identification
Using Gaussian Mixture Speaker Models

Douglas A. Reynolds, Member, IEEE, and Richard C. Rose, Member, IEEE

Absiract— This paper introduces and motivates the uwse of
oo misare. i TGNV Tor xobut

be a known phrasc (text-dependent) or totally unconstrained
i both tasks depends i

seaker entifcaton. The odividual Gausdan component of
& GMM are shown to represent some general speaker-dependent
spectral shapes that are effective for modeling speaker dentity.
“The focus of this work is on applications which require high

versational speech and robustness (0 degradations produced by
‘over 3 telephane channel. A complete experimental
evaluation of the Gausslan mixture speaker model is conducted

otehone e G mitares and
modet

e o 6 speaker ephone e

and modeling the speaker-dependent characteristics of the
Speh gl whic caneffectvcl diingih one i o

lnlhup.wr new speaker model based on Gaussian
mixture eodels (GMM) is introduced and evaluated for text-
independent speaker identification. The use of Gaussian mix-
ture models for modeling speaker identity is motivated by the
interpretation that the Grussian nis represent some
‘general speaker-dependent spectral shapes and the capability
of Gaussian mistures 1o model arbitrary densitics, The Gauss-
ian mixture speaker model is experimentally evaluaied on # 49
speaker conversational speeeh database containing both clean
and.telephone specch. The experiments cxamine algorithmic
issues such as model initalization, variance limiting, and
model order sclection. To compensate for spectral variability
introduced by the telephone channel and handsets, robustncss.
techniques such as long-term mean removal, difference co-
efficients, and frequency warping are applied and compared.

HE speech sigaal conveys seveal levels of information,
Primaril, the speech signal conveys the words or mes-
ing spoken, but on a secondry level, the signal also
conveys information about the identity of the talker. While
the area of speech recognition is concemed with extracting
the underlying linguistic message in an utterance, the area of
speaker recogaition is concerned with extracting the identity
of the person speaking the utsrance. As speech interaction
‘il computes bcomes more perasive n ciies such 55
telephone financial transact from

speaker idenification
‘performance with respect to an increasing speaker population.
Finally, the performance Gaussian mixture. speaker
model, uni-modal Gaussian model (1], vector quantization
{VQ) codebook model [2), tied Gaussian mixture model, and
radial basis function (RBF) model [3] arc comparcd on a 16
speaker telephone speech identification (ask.

‘The techniques for speaker recognition can be categorized
into three major approaches. The first and carlicst approach
B 1o we ongm e of acoustic features, such as

speech databascs, the uility of Aummahcl.\ly recognizing a
speaker based solely on voedl characteristics inereass.
Depending upon the application, the gencral arca of speaker
‘msogaiton s iide o v pecific sk, verifcaion s
ideniification. In verification, the goal is to defermine
4 voice sample if 4. poson is whom e or she clams. In
speaker identification, the goal i (0 determine which one of a
group of known voices best maiches the input voice sample
Furthermore, in either task the speech can be constrained (o
s Sepemer 195 e oy 181994 T wok
2 U3 epurent o The ssociue edior

. 8] The idea is 1o

This approach is equivaleat 10 & Gaussian classifier and has

been used successfully for several difficult, texs

speaker identification tasks (1], [9]. However, the averaging

process discards much speaker-dependent information and can

require long (>20 s} speech uterances (o derive stable long-
speech statistcs.

‘The second approsch s 1o model the spesker-dependent

phonetic sounds in a test utterance with speaker-dependent

measures speaker differences rather than textual difference.

1065-66T635504.00 © 1995 IEEE

Miszellen

Raff Schmell
Das Kulturwissenschaftliche Forschungskolleg
»Medienumbriiche« — SFB/FK 615 (Universitit Siegen)

Das von der DFG geférderte Kulturwissenschaftliche Forschungskolleg (SFB/
FK 615) lisst sich von der im Rahmenthema benannten Konstellation »Medien-
umbriiches in dreifacher Hinsicht leiten: zum cinen durch die historische Orien-
tierung auf den sanalogent 2u Beginn des 20, und
den wigitalern Medienumbruch im Cbergang zum 21. Jahrhundert; zum anderen
durch die Einsicht, dass die historischen Schwellen 1900/2000 im Hinblick auf

die Fragestellung des F niche als Ereigni ien zu verstehen,
sondern in heuristischer Absich zu nutzen sind; schlieBlich durch die systemat-
sche L‘ der dic mic der Unterglic-
deruny h in dic l i Medien-
kulmrem und s\ledlcnasdnnk‘ verbunden ist.

Insbesondere die Auseinandersetzung mit der den zweiten Medienumbruch
prigenden Digitalisierung hat unter Beteiligung des Siegenet I'ms(hungsvtﬂmn
des zu weit reichenden [ innechalb der Be

log/digital gefihnt. Erscheint diese einerseits als ndie medienhistorische und -
theoretische Leirdifferenz der zweiten Halfie des 20. Jahrhundertss, dic sdie
meisten mit der Mediengeschichte dieser Zeit befassten theoretischen Diskursen
prigi, so beginnt sich andererseits die Einsicht durchzusetzen, wdass analog und
digital ja immer nur differenziell aufeinander bezogen Sinn machens und »dass die
Unterscheidung analog/digital wohl niemals cine Frage reiner Sukzession, aber
auch nie nur eine Frage von Oppesition oder Kontimsusm ware,!

Diese Einsicht erlaub nicht allein eine gleichsam entspannte Wahrehmung der
hiet zur Diskussion stehenden Begriffskonstellation, sondemn auch eine prizisere
Analyse der ihr zu Grunde liegenden medialen Konfigurationen. Als Vorausset-
cung hierfie kenn die Einsicht gelien, dass Compuiemecze sich nicht — im Sinne
eines klassischen ‘hen Medien ~ als blofie Kani-
le fiir Botschaften verstehen lassen, als deren Ursprung die intentionalen Einfille
konkreter Autor-Personen an den Anfang von kommunikativen Prozessen gesetzt
werden, Mit dem Computer gibt es erstmals ein programmierbares Medium, das
seinen Inpur nicht einfach speichert und weitergibt, sondem ihn vielmehr cinem
egenen Programm gemil} bearbeitet und dadurch einen Output produziert, der
fiir d.l: I::m]lgx:n »Autorent und »Leser: keineswegs immer voraussehbar ist. Im

Anteil des Mediums, der im Rahmen eines
neuartigen Zusammenspiels von Menschen und Maschinen in Kommunikations-
prozessen enusteht, siche der Forschungsverbund den aktuell zentralen und

Der Autor ist Professor im Fachbereich Germanistik der Universisie Siegen und Sprechet des
Forschungskollegs sMedicnumbrichen.
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Scientific media analysis
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The task of speaker recognition

- -

Speaker recognition

« Tell identity of an utterances’ speaker st

» Typical: score feature-sequence against a speaker model L
Front-end pr

l*\'hﬁl‘
‘.) n |

Speaker Id #

Three tasks

§ s

CESSING
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* |dentification: Given one utterance and a set of speaker models, find the actual speaker

(or declare as unknown: open set identification)

« Clustering: Given a set of utterances, sort them into pure clusters by voice identity

(if set originates from segmenting a longer recording: who spoke when; no prior knowledge of any kind)

* Verfication: Given two utterances, decide if both are spoken by same speaker
(today’s approach to the clustering problem)

Zircher Fachhochschule



Speaker recognition anno 2003: Zh
MFCC features and GMM models aWw

Hybrid solution between non-parametric clusters =

(vector quantization) and compact smoothing Al lmmlllllhhuumI||4|||||huhl|||||l|!|||||m...
(single Gaussian): @
« Smooth approximation of arbitrary densities L =
(b}
« Implicit clustering into broad phonetic classes o :

o1

(d)

Fig. 3. Comparison of distribution modeling: (a) Histogram of a single
cepstral coefficient from a 25 second utterance by a male speaker; (b) max-
imum likelihood unimodal Gaussian model; (¢) GMM and its 10 underlying
component densities; (d) histogram of the data assigned to the VQ centroid
locations of a 10-element codebook.

GMM comparison with other techniques; from [Reynolds and Rose, 1995].
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THE PROBLEM
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Unfolding Speaker Clustering Potential:
A Biomimetic Approach

Thilo Stadelmann

Bernd Freisleben

Department of Mathematis & Computer Science, Universiy of Marburg

Marburg, Germany

-35032
(stadelmann lreus\eb}@mlormahk uni- marburg de

ABSTRACT

Speaker elustering is the task of grouping a set of speech ut-
terances into speaker-specific clusses. The hasie techniques
for solving this task are similar to those used for speaker
verification and identification. The hypothesis of this paper
is that the techniques originally developed for speaker veri-
fieation and identification are not sufficiently discriminative
for speaker clustering. However, the processing chain for
speaker clustering is quite large — there are many potential
areas for improvement. The question is: where should im-
provements be made to improve the final result? To answer
this question, this paper takes a biomimetic approach based
on a study with human participants acting as an automatic
speaker clustering system. Our findings are twofold: it is
the stage of modeling that has the highest potential, and in-
formation with respect to the temporal succession of frames
is crucially missing. Experimental results with our imple-
mentation of a speaker clustering system incorporating our
findings and applying it on TIMIT data show the validity of
our approach.

Categories and Subject Descriptors
12.7 [Artificial Intelligenee]: Natural Language Procoss
ing; 15.4 [Pattern Recognition]: Applications Signal
processing, Waveform analysis

General Terms

Algorithms, Design, Experimentation, Performance

Keywords
Speaker identification, Speaker clustering, Speaker diariza-
tion, GMM, MFCC, Temporal context, One-class SVM

1. INTRODUCTION
Recognizing voices automatically is useful for several ap-

plications. For example, it supports biometric authentica-
tion [64]. 1t helps making specch recognition robust [20]

Pemission to make digal o hard copcsof sl o et of this otk or
personal or classroom use s granted withowt foe provided that copies arc
o oo dte o i o Cotra vt A o coen
bear this notice full ctaton on he first page. To copy otherwise,
republish, 0 post on servers o o fedistibute (0 5t egquires prior speciic
permission

M09, October 19-24. 2009, Beijing. China.

Copyright 2000 ACM 978-1.60558-608.3109/10 _ S10.00.

ables search engines to index spoken documents and
thus improves retrieval performance [31]. These three ex-
amples refer to different subproblems of speaker recognition.
namely: speaker verification [40], speaker identification [§]
and speaker clustering [2§] (or. when regarding the com:
plete process including speech detection and segmentation:
speaker diarization [45]).

x verification is the most simple clustering task
these problems: the question is whether a given -
he assigned to a given model (identity) — a bi-
naxy choice. Speaker identification is a (1 nt1) choice: the
question is which (if any) of the given models can the given
utterance be paired with? Finally, speaker clustering is a
{em:n) problem in whic al tterancs are equally mpor-
tant aad oach utteranco may be grouped togsther with any
other utterance - or stey alone, Both the mumber of chi.
Lors (speakers) and the vl custe rerber ps mastbe
determined automatically

speaker verification and identification tasks have been
studied extensively in the literature. Using Mel
Copstral Coefficients (MFCCs) [12] as parametric speech
features and Gaussian Mixture Models (GMMs) [49] (with
more recent. modifications [48]) as speaker models has be-

Foquency

come the quasi-standard, althoigh other methods have been
proposed [16]. This is due to quite satisfactory results with

just moderate der

enough (minimum 10 seconds, better more than 30 seconcs
por utterance) [62]. The canonieal example is the oxperi-
ment in Reynolds® classic paper on GMMs [4
speakers of the TIMIT database [19] are spht into a training
st (8 sentences per speaker concatenated to one utterance)
andl a separate test sot. (2 sentences per speaker form one
utterance). Each x s appraximately 3 seconds o
The utterances are transformed to MF ture vectors.

¢ tho 630 tenining ntterances, GMMs with 32 mixtures aro
built a prior, then an identification experiment i run for the
630 test. utterances. 1t i 5% closed set
identification error.

s a satisfactory

Speaker clustering has also been studied extensively for
more than a decade [24]. The basic tochniques used for
speaker clustering are largely along the lines of the p

ouely discussn vrifcation et cation echmiques: MFCC
features are modeled by GMMs [28]/60]. Upon this, a step-
by-step schorne using agglomerative hierarchical clistering
s usually built using some metric (often the Generalized
Likelihood Ratio (GLR)) and a termination eriterion (fre-
quently based on the Bayesian Information Criterion (BIC))

Ziircher Hochschule
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What GMMs do not capture

Re-synthesizing speech from intermediate stages
of the speaker modeling pipeline

« Original utterance
* Resynthesized feature vectors (MFCCs)
* Resynthesized MFCCs from GMM

Implication
* Temporal context isn’t modeled by GMMs

Zurcher Fachhochschule
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Searching for the bottleneck

For the 630 training utterances, GMMs with 32 mixtures are
riori. then an identification experiment is run for the

built a p
es. It yields a satisfactory 0.5% closed set

630 test utteranc
identification €rror

[34]. Evaluations typically concentrate on data sets built
/shows and meeting recordings, where
from 8% to 24% are reported
firmed by more recent

from broadcast news
diarization error rates ranging
[28][34][45]._These results are_con

The hypothesis of this paper is: the techniques originally
(le.\felopecl for speaker verification and identification are not
suitable for speaker clustering, taking into account the es-
calated difficulty of the latter task. However, the processing
chain for speaker clustering is quite large — there are many
potential areas for improvement. The question is: where

1 ] r ’ nQ 74
should improvements be made to improve the final result

Z(ircher Hochschule
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Stadelmann & Freisleben (2009). «Unfolding Speaker Clustering

Potential: A Biomimetic Approach». ACMMM’2009.
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NG Wy b

A WIS IS What {5 cpye: e
S Cruey: W on
feature F#dataset 1 | #dataset 2 | #dataset 3 — umd‘lly mISSlng the[‘e F anlOng featlll‘e vect
rhythm/velocity 7 11 8 e —— ' urt'hel‘n]ore the ; ~Lors
pitch 7 11 7 T — » ue lnclusion
timbre /sound 3 6 14 e
perceived gender 0 2 13 \\
perceived age 0 0 5
visual imagination 0 1 3 ;
ol 1%1 . 0 1 0 :1011te.\'t vector. ‘I'his correspons t
nasalization 0 1 0 1S and 1s.found to best captyr ;0 3 syllable length of 1
lasall informa] i Pture speaker spec: 30
holistic judgment 0 0 1 (in in ‘”M(‘Illng “Xperiments gyer KET Specific sounds iy
ervals of 16 ms). Qyp ('OIltoyftl a range of 39 496 ms
—— % Veetor step s one ope.

Stadelmann & Freisleben (2009). «Unfolding Speaker Clustering Potential: A Biomimetic Approach». ACMMM’2009.
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Proof of concept Zh
SVM-based “time model”

1. Speaking rate normalization (i.e., removal of too similar subsequent frames)

2. Transformation of basic features to trajectories (i.e., concatenation of feature vectors in a segment)

3. Estimation of the support of the trajectory’s distribution in time and frequency (using a 1-SVM)
4. Comparison of different trajectory models (by scoring features of one utterance against model of other)

approach runtime (m|| MR | DER
baseline 2.70 0.125 |0.04527
baselineL-§ 4.95 0.65 | 0.5833
baseline+d+480 T.98 0.5 0.1731
baseline+ Fj 2.15 0.2625| 0.1551
baseline4-d+4+ Fp 4.98 0.4875( 0.4084
baseline4+4d+485+Fo 7.97 0.7125| 0.6176
time model 523.13 0.0625(0.01962

| 1
-50% missclassification rate!

» Baseline: GMM per utterance on MFCCs
« Time model: One-class SVM per utterance on concatenated MFCCs of whole segments

Zircher Fachhochschule 14



ENTER DEEP LEARNING
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SPEAKER IDENTIFICATION AND CLUSTERING USING CONVOLUTIONAL NEURAL
NETWORKS

Yanick Lukic, Carlo Vogt, Oliver Diirr, Thilo Stadelmann

Zurich University of Applied Sciences, Winterthur, Switzerland

ABSTRACT

Deep leamning, especially in the form of convolutional neu-
ral networks (CNN), has triggered substantial improvements
in computer vision and related fields in recent years. This
progress is atributed to the shift from designing features and
subsequent individual sub-systems towards learning features
and recognition systems end to end from nearly unprocessed
data. For speaker clustering, however, it is still common to
use handerafted processing chains such as MFCC features and
GMM:-based models. In this paper, we use simple spectro-
grams as input to a CNN and study the optimal design of those
networks for speaker identification and clustering. Further-
more, we elaborate an the question how to transfer a network,
trained for speaker identification, to speaker clustering. We
demonstrate our approach on the well known TIMIT dataset,

the need for handerafted features.

Index Terms— Speaker Identification, Speaker Cluster-
ing, Convolutional Neural Network

1. INTRODUCTION

Automatic speaker recognition is an important key technol-
omyon the way to semantic multimedia understanding by ma-
nes. 1t comes in several flavors: For example, ;,»mm
.dnmﬁmmn refers to the task of inferring the spe: fen-
fity of a new utterance, given a set of known voice oot
Speaker clmm..; describes the task of |=||mg who spnka

Due to the multiscale nature of speech [4], this fundamen-
tal speaker recognition task per se poses hard challenges on
‘pattem recognition systems: Speech segments not only con-
vey the identity of a speaker, but also content (phonemes,
forming words and sentences), emotion, origin (cultural, re-
gional), health and age stats (voices vary with the physio-
logical condition of the vocal tract) as well as pos
ground noise (channel characteristics, background sounds, in-
terfering specch). The respective layers of information are
convoluted into the single-dimensional time domain signal
Traditionally, the speaker identification task has been ap-
proached using Gaussian Mixture Models (GMMs) on Mel
Frequency Cepstrum Coefficient feature vectors (MFCCs)
I framework has been extended using
joint factor analysis [6] and intermediate vectors (i-vectors)
[7] to form compact, fixed-length and maximally speaker-
specifc representations of an tterance. Despite bcmg the

back-

this approach in principle has major \.hnncmmng: Using
MFCC feature vectors, the all-purpose answer for all audio
analysis tasks [8], no specific voice-related characteristics of
the speech signal despite the gross spectral envelope of short
frames are exploited. Specifically, no speaker-discriminating
features are sought, and some (as ¢.g. pitch information) are
even knowingly neglected.

Speaker clustering (also called speaker diarization if seg-
mentation into speaker-specific segments and clustering of
these segments into speaker-specific groups is approached si-

usually builds used for

when for a sequer
of nither the mumber nor ienttesof ipukal\[l] “The luc-
tering task is substantially more complex and hence studies
show that this increased complexity leads to error rates an
order of magnitude for respective identification
tasks even on very clean and plentiful data [21[3]. This paper
is concerned with the advancement of pure speaker recogni-

tion capabilities in order to close this apparent gap, and there-
fore considers an experimental setup apart from additionally
complicating application-specific effects (like e.g. channel
mismatch, un-pure segmentation, background noise) to focus
on the single question: How 0 capture the essence of a voice
reliably and robustly?

978-1-5090.0746-2/16/531.00 ©2016 IEEE

peak !
input data: The very good results of [10] for rich transcrip-
tion of e.g. meetings, lectures or TV programs are based
on multiple distant microphone (multi-stream) processing
techniques in order to cope with iges like overlapping
speech; other works incorporate additional modalities 1
accompanying video to extend the technology's applic:
to scenariols] much more difficult than the ones used so far
[11]. These efforts have made speaker identification and clus-
tering an application-ready technology in several domains
of practical relevance. They have however done so by care-
fully engineering the respective systems to cope with certain
challenges of the environment, e.g. the behavior of multiple

ation

2017 IEEE INTERNATIONAL WORKSHOP ON MACHINE LEARNING FOR SIGNAL PROCESSING, SEPT. 2528, 3017, TOKYO, JAPAN

LEARNING EMBEDDINGS FOR SPEAKER CLUSTERING BASED ON VOICE EQUALITY

Yanick X. Lukic, Carlo Vogt, Oliver Diirr and Thilo Stadelmann

Zurich University of Applied Sciences, Winterthur, Switzerland

ABSTRACT

Recent work has shown that convolutional neural networks
(CNNs) trained in a supervised fashion for speaker identifica-
tion are able to extract features from spectrograms which can
be used for speaker clustering. These features are represented
by the activations of a certain hidden layer and are called em-
beddings. However, previous approaches require plenty of
adiionsl spakes dataty lemn o Gnbiaking, ud skhongh

results are then on par with

the related tasks of speaker verification and speaker identifi-
cation, and in tum to less accurate resuls. One reason is that
well-known speech features and models, originally fitted to
the latter tasks, might not be adequate for the more complex
clustering task [3]. The use of deep learing methods offers
asolution [4]: in contrast to classical approaches (c.g. based
‘on MFCC features and GMM models [S]). where general fea-
tures and models are designed manually and independently
for a wide variety of tasks, deep models learn hierarchies of

proaches using MFCC features etc., room for improvements
stems from the fact that these embeddings are trained with
a surrogate task that is rather far away from segregating un-

known voices - namely, identifying few specific speakers.

We address both problems by training a CNN to extract
embeddings that are similar for equal speakers (regardless of
their specific identity) using weakly labeled data. We demon-
strate our approach on the well-known TIMIT dataset that
has often been used for speaker clustering experiments in the
past. We exceed the clustering performance of all previous
approaches, but require just 100 instead of 590 unrelat
speakers to learn an embedding suited for clustering

Index Terms— Speaker Clustering, Speaker Recogni-
tion, Convolutional Neural Network, Speaker Embedding

1. INTRODUCTION

Speaker clustering handles the "wha spoke when” challenge
in a given audio recording without knowing how many and
which speakers are present in the audio signal. It is called
speaker diarization when the task of segmenting the audio
stream into speaker-specific segments is handled simulta-
neously [1]. The problem of speaker clustering is eminent
in digitizing audio archives like e.g. recordings of lectures,
conferences or debates [2]. For their quantitative indexing.
automatic extraction of key figures like number of speakers
or talk time per person is important. This further facili-
tates automatic transcripts using existing speech recognition

edures, based on the accurate automatic assignment of
speech utterances to groups that each represent a (previously
unknown) speaker.

‘The lack of knowledge of the number and identity of
speakers I

Es
cially convolutional neural networks (CNNs) have proven to
be very useful for pattern recognition tasks mainly on images
[7), but also on sounds [8]. Previous work [9] has shown that
CNNs are able to leam a voice-specific vector representation
(embedding) suitable for clustering when trained for the sur-
rogate task of speaker identification. The authors report state
Of the art results for speaker clustering using an embedding
learned from 590 different speakers.

In this paper, we investigate a novel training approach for
CNNs for speaker clustering that learns embeddings more di-
rectly based on pairwise voice equality information of speech
snippets (i.c., the binary information if the two snippets come
from the same speaker or not). This weak labeling is neither
a fitiing to particular individuals, nor depending on hard to
obtain yoice ty measures (i.c., real-valued distances
amongst snippets). For evaluation, we focus on the pure
speaker clustering performance, given its role as a perfor-
mance bottleneck in the complete diarization process [3].
Section 2 reviews related work and introduces our approach.
Section 3 reports on our results that not only reach state of the

quality in certain scenarios, but also reduce the necessary
amount of pre-training data to 17%. We also report on a
number of experiments in order to give insight on which part
of our system is responsible for the improved results. We
conclude the paper with an outlook in section

2. LEARNING SPEAKER DISSIMILARITY
2.1. Related work

The design of CNNs makes it possible to recognize pattems

978-1-5090.6341.17/531 00 @2017 IEEE

in minimally digital images or other data with
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Capturing Suprasegmental Features of a Voice
with RNNs for Improved Speaker Clustering

Thilo Stadelmann’, Sebastian Glinski-Hacfeli?, Patrick Gerber!
Dliver Ditrr!-2

* ZHAW Datalab, Zurich University of Applied Sciences, Winterthur, Switzerland
2 Institute for Optical Systems, Konstanz University of Applied Sciences, Germany
stdmozha snski

w.ch, com,
oliver. duerrégmail.con

Abstract. Deep neural networks have become a veritable alternative
o elassie speaker recognition and clustering methods in recent years
However, while the speech signal elearly is a time series, and despite the
body of literature on the benoiits of prosodic (suprasogmental) featies,
identifying voices has usually not been approached with sequence learn-
ing methods. Only recently has a recurrent neural network (RNN) been

successfully applied to this task, while the use of convolutional ueural
networks (CNNs) (that are not able m‘..,,nm» arbitrary tin

like RNNs) still prevails. Tn this  th
N for speaker rosogition by mproving stat of the art speaker
clusaring perfomanes sl robsvess cn the casic TIMIT benclnark

pender

cetiveness

ct spot” of the s\,,;mm length for successfully capturing wrrhmh\
normation that Has b thecserically prodicied in prviows work.

Keywords: speaker clustering - speaker recognition - recurrent neural network

1 Introduction

Automatic speaker recoguition comes v Havors, of which speaker clustering
s the most unconstrained and hence the most difficult one [3.41). It can be defined
ask of judging if two short utterances come from the same (previously

hes speaker clustering from a more complex experimental setup
speaker diarization, where engincering a complex system of many component

[2); and for example from speaker identification, where more available data
enables the creation of models that work well just because of the sheer amount
of collected training statistics [34]. Previous work [41] hence suggests that the
bottleneck for speaker clustering performance lies in exploiting the supra-frame
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Exploiting time information with deep learning
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CNN (MLSP’16) CNN & clustering-loss (MLSP’17) RNN & clustering-loss (ANNPR’18)
speaker labels
A e
. 5 L3: bidirectional lstm (256) L4:  dense (cs*10)
[LS. softmax : (#n_) ] I Tl‘aiﬂil‘lg | | I |_| I s |
[L7: dense | (#1On5/2) ] I [ __________ I |L2: dropout (5sx)| |L5‘ dropout (zsx)l
TL:
[L6: dropout (50%) ] I : | I I
T I 1 1 |L1: bidirectional 1stm (255)| |L6 dense (cs's)l
[T,S: dense (#10n,) ] I I 5 I |
T
[L4: max-pooling (4x4) ] I : 3 | Lot input (2 |L7‘ dense . (Cs.‘rl
I |
[ L3: convolution (#64) (FxT) ] I : 4 I I : |L8‘ softmax (output) (cs)l
T
[LZ: max-pooling (4x4) ] I I I I I ....................................................................................
I | ) data
[Ll: convolution (#32) (FXT) ] I l___mﬂba_tcidila___ I I I
H
— 1l [ | o N
| T | 1 I | | 1 1% | I HI h 4 :
I (L.2,similar) | I 1 I I | | 1 [ l neural network |
I ! I [ ! I ! s ... s s ‘
| | osasme | ! : P ! ! L :
| SR . ¥
1 | | 1 | | 1 I - H T
| | Jesasms . : B . i N ; L '
|| _ ! ! Ll = : L [T
I Siamln) | I I | | Ll - | 1 [ [2] 3] [4] [s][e] 1 I e AUUUUUNE S U~ WELSLLL N
I l minibatch data } l network outputs ]I I I Il output data : l hierarchical clustering I
R T R |
Method MR MR (legacy)
RNN /w PKLD 2.19% (1:25%+2.5%+1.25%+3.75%) 4 38% (average of 4 runs
F) g
CNN /w PKLD [24] - 5%
CNN /w cross entropy [23] - 5%
v-SVM [40] 6.25% -
GMM/MFCC [40] 12.5% -

Lukic, Vogt, Dirr & Stadelmann (2016). «Speaker Identification and Clustering using Convolutional Neural Networks». MLSP’2016.
Lukic, Vogt, Dirr & Stadelmann (2017). «Learning Embeddings for Speaker Clustering based on Voice Equality». MLSP’2017.
Stadelmann, Glinski-Haefeli, Gerber & Diirr (2018). «Capturing Suprasegmental Features of a Voice with RNNs for Improved Speaker Clustering». ANNPR’2018.
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PROBLEM SOLVED?

Zurcher Fachhochschule

Speaker Clustering Using Dominant Sets

Feliks Hibraj* Sebastiano Vascon*
Ca Foscari University Ca’ Foscari University
Venice, Ttaly Venice, laly

1. INTRODUCTION

Speaker clustering (SC) is the task of identifying the unique

speaker recognition and SC are the following:
« Speaker verification (SV): A binary decision task. in
‘which the goal is to decide if a recording belongs (0 &
centain person or ot
« Speaker identification (SI): A mubiclass classification
task in which t0 decide to whom out of n speakers 3
certain recording beloags.
SC is also referred 1o s speaker diarization when 3 single
(usually long) recording involves multiple speakers and thus
needs 1o be automatically segmented prior to clustering. Since

with respect 1o both SV and SI. The complexity of SC is

o7 roblem of image
vision. in which the number of regioas t be found s typically
uaknown.

The SC problem is of importance in the domain of sudio
analysis due o many possible applications, for example in lec-

Thilo Stadelmann Marcello Pelillo
ZHAW Datalab Ca" Foscari University
Winicrthus, Switzerland
s zhaw.ch pelillo@unive.it

step in automatic spoech recognition, or s part of an informa-
tion retrieval system for audio archives (3], Furthermore, SC
represcats a building block for s diarization [4].

‘The SC problem has been widely studicd (5], [6]. A typical
pipeline is based on three main steps: La) acoustic feature
extraction from audio xamples, Lb) voice feature aggregation
from the lower-level acoustic features by means of a speaker
modeling stage, and /i) a clustering technique on t0p of this
feature-based representation,

The voice features after phase i) have been traditionally
created based an Mel Frequency Cepstral Coeflicient (MFCC)
acoustic features modeled by 3 Gaussian Mixture Model
(GMM) [7], or i-vectors (8], [9]. More recently, with the
rise of decp learning, the community s moving towards
Jeamed features insicad of hand-crafied ooes, s surveyed
by Richardson et al. [10]. Recent examples of deep-feature
repeeseatations for SI, SV, and SC problems come for example
from Lukic et al. [11], after Comvolutional peural networks
(CNN) have been introduced in the spoech processing field by
LeCun ct al. already in the incties [12]. McLaren ot al. used
2 ONN for speaker recognition in order 10 impeove robustess
10 noisy speech [13]. Chen et al. used a novel deep neural
architecture to leam speaker specific characieristics directly
from MFCC features [14]. Yella et al. exploited the capabilitics
of an antificial neural network of 3 layers to extract features
directly from a hidden layer. which are used for speaker
clustering [15]

However advanced phase i) has become during the last
years, the clustering phase i) stillrelies on traditional method-
n»; rlumple Khuuly et al. demonstrated good results
for Jgorithm
{16 while Keay ¢ ol repon hiecwhical chitering 1o
be unsuitsble for the speaker clustering stage in a speaker
diarization system [17]. In (18] they performed clusiering with
K duced i-vectors
work better than spectral clustering as noted in [4),

In this paper, we therefore improve the results of the speaker
clustering task by first using statc-of-ant leamed features
and then, a different 3nd more rbust clustering algorithm.
dominant sets (DS) [19). The motivation driving the choice
of dominant sets is the following: ) no need for an a-priors
numhu‘ of clusters: b) having a notion of compactaess 1o be

reimesting recording 12, 3¢ 8 pre-processing

* = Nqual conribuson

detect clusters composed of noise; ¢)
for o cher e cosialey oF ook bt s tied
(centroids emerge naturally in this context): and d) exteasive

Learning Neural Models for End-to-End
Clustering

Elezi'3, Mohammadreza Amirian*4,
. and Thilo Stadelmann’

Benjamin Bruno Meier' 2, Ism
liver Ditrr®

L AW Batall & Scboot oftglomming Wi
ARG \TA INSIGHTS Sc

Ca Foscari University of Venice, \uu(e Italy

¢ nstituto of Neural Information Processing, Ul University, Germany
® Institute for Optical Systems, HTWG Konstanz, Germany

Abstract. We propose a novel end-to-end neural network architecture
that,onc trained, divecly utputs  probabilsic usteringof a baich of
input examples in one pass. It estimates a distribution over the nun
chaters b, and for ench 1 € k € ks,  distribution ove the idividual
cluster assignment for each data point. The network is trained in advance
in a supervised fashion on separate data to learn grouping by any percep-
tual similarity criterion based on pairwise labels (same/different group).
It can then be applied to different data containing dlﬂan-ul groups. We
demonstrate promising performance on high-dimensional data like images
(COIL-100) and speech (TIMIT). We call this “lears and
show its conceptual difference to deep metric learning, semi-supervise
clustering and other related approaches while having the advantage of
performing learnable clustering fully end-to-end.

Keywords: perceptual grouping - learning to cluster - speech & image clustering

1 Introduction

Cousider the illustrative task of grouping images of cats and dogs by perccived

ity: depending on the intention of the user behind the task, the similarity
could be defined by animal type (foreground object), environmental nativenes
(background landscape, cp. Fig. 1) etc. This is characteristic of clustering percep-
tual, high-dimensional data like images [15] or sound [24]: a user typically has
some similarity criterion in mind when thinking about naturally arising groups
(e.8.. pictures by holiday destination, or persons appearing; songs by mood, or
use of solo instrument). As defining such a similarity for every case is difficult. it
is desirable to learn it. At the same time, the learned model will in many cases
not be a classifier—the task will not be solved by classification—since the mumber
and specific type of groups present at application time are not known in advance
(e.g.. speakers in TV recordings: persons in front of a surveillance camera; object
types in the picture gallery of a large web shop).
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Results of best speaker recognition model

Embedding — L3 — L4 — L6 — L7

L8
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«Pure» voice modeling seem largely solved
* RNN model robustly exhibits the predicted «sweet spot» for the used time information
« Speaker clustering on clean & reasonably long input works an order of magnitude better (as predicted)
« Additionally, using a smarter clustering algorithm on top of embeddings makes clustering on TIMIT as

good as identification (see ICPR’18 paper on dominant sets)

Future work (as seen 2018)

FULL CNN-T Features CNN-V Features

TIMIT MR | ARIT ACPT | MR| ARIT ACPT
HC ¢ 0.0770  0.8341 09283 | 0.0571 08809 0.9484
SP § 0.2294  0.0432  (0.8355 | 0.0675 05721 0.9488
KM ¢ 0.1071  0.7752 09071 | 0.1286 0.6982 0.8730
HC k 0.0762 0.8343  0.9280 | 0.0706 0.8502 0.9295
SPk 0.2341  0.0421  0.8332 | 0.0635 04386 09427
KM k 0.1079 0.7682 09007 | 0.1429 0.6646 0.8485
HC # 0.9921  0.0050 0.0079 | 0.9984 0.0000 0.0016
SP # 0.9921  0.0003 0.0075 | 09984 0.0000 0.0016
KM # 0.9921 0.0052 0.0076 | 0.9984 0.0000 0.0016
AP 0.0753  0.8330 09030 | 0.1396 0.7127  0.8222
HDBS 0.1825 0.6214  0.7825 | 03000 04112 0.6527
SCDS 0.0048  0.9897 09947 | 0.0349 09167 09578
SCDS= 0.0048 09897  0.9947 | 0.0349 09167 09578
SCDSbest | 0.0032  0.9929  0.9966 | 0.0024 0.9944 0.9974

» Make models robust on real-worldish data (noise and more speakers/segments)
» Exploit findings for robust reliable speaker diarization

» Learn embeddings and the clustering algorithm end to end
Hibraj, Vascon, Stadelmann & Pelillo (2018). «Speaker Clustering Using Dominant Sets». ICPR’2018.

Meier, Elezi, Amirian, Dirr & Stadelmann (2018). «Learning Neural Models for End-to-End Clustering». ANNPR’2018.

Zircher Fachhochschule
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Learning to cluster
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Learning to cluster — architecture & examples

(a) (b) — —

—
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a) Embedding network: examples x; are processed by (data-type specific) embedding network z(x)
b) Clustering network: embeddings are processed by m = 14 bi-directional LSTM layers w/ residual con.
c) Cluster-assignment network: for each x; and cluster count k, output a distribution over the cluster idx
d) Cluster count estimation network: output a distribution over the cluster count 1 < k < k45
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Meier, Elezi, Amirian, Dlrr & Stadelmann (2018). «Learning Neural Models for End-to-End Clustering». ANNPR’2018.
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Learning to cluster —loss Zh
Probability of two instances i, j being in the same cluster ¢ (of k clusters): “ P( Lza, k)
k 2
Pij(k) =" P({| i, k)P(C] z;, k). g
(=1
Probability of two instances i, j being in the same cluster £ in general: - (d‘)‘ - —
kmax k : g ] .
Pij=Y P(k)Y P(l|zik)P(C|x; k). -2
k=1 =1 [

Cluster assignment loss (with y;; = 1 iif the two instances are from the same cluster, 0 otherwise):
Weighted binary cross entropy (weights account for imbalance due to more dissimilar pairs)
-2
Lea = wln—1) ; (P1yij log(Pij) + ¢2(1 — yij) log(1 — Fij))
i<j
Number of cluster loss: Lee = —log(P(k))
Categorical cross entropy CC o

Total loss: Liot = Lee + ALca

Zircher Fachhochschule 21
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Quantifying to which extent DNNs use supra- Zh
segmental temporal information aw

Assumption
* DNNs are superior voice models because they model supra-segmental temporal (SST) aspects

Evidence

» The ability is there in principle: CNNs can use filters along the temporal axis of spectrograms; RNNs
have in-built sequence modelling capabilities

* The achieved results resemble closely the predicted improvements when modeling temporal
aspects: increase in recognition rate, optimal length of temporal context

Test

« What happens if we scramble the time axis of a spectrogram as a preprocessing to DNN input?

« Rationale: if the sequence of frames is random, the only usable information are frame-based acoustic
cues (FBA) => the recognition should become worse, confirming proper exploitation of SSTs

Zircher Fachhochschule 23



Setup

METHODOLOGY

3 DNNSs: LUVO (Lukic, Vogt et al., 2016/17), LSTM
(Stadelmann et al., 2018) and ResNet34s (Xie et al., 2019)

Training details

+ CosFace loss (Wang et al, 2018) instead of PKLD for
computational efficiency and larger margins

* Per epoch (64x): draw 1s segment from random starting
point from each utterance; batch size 100

Evaluation

+ Evaluate speaker clustering with Misclassification rate
(MR) and speaker verification with EER

« Utterance representation: 1s segments w/ 50%
overlap - average over resulting embeddings

S

R
I |!§*w’\én!|l’lll
AN Nl

Zircher Hochschule
filr Angewandte Wissenschaften

EXPERIMENTS

TIMIT dataset

» 630 speakers, studio conditions, 10 sentences/speaker
« Training set: 462 speakers (8 sentences train, 2 val)

» Test set: 168 speakers (10 sentences)

Setup

As similar as possible to prior work (2009-2018)

« Train each DNN with original (OT) or randomized (RS)
time axis

« Evaluate each trained model with OT and RS segments

» Clustering: hierarchical clustering of 2 utterances (8 or
2 concatenated sentences) per speaker (40 speakers)

« Verification: for all test speakers & each sentence:
selected 2 matched & 2 unmatched random sentences

Stadelmann & Freisleben (2009). «Unfolding Speaker Clustering Potential: A Biomimetic Approach». ACMMM'2009.

Lukic, Vogt, Durr & Stadelmann (2016). «Speaker Identification and Clustering using Convolutional Neural Networks». MLSP’2016.

Lukic, Vogt, Durr & Stadelmann (2017). «Learning Embeddings for Speaker Clustering based on Voice Equality». MLSP’2017.

Stadelmann, Glinski-Haefeli, Gerber & Durr (2018). «Capturing Suprasegmental Features of a Voice with RNNs for Improved Speaker Clustering». ANNPR’2018.
Xie, Nagrani, Chung & Zisserman: “Utterance-level Aggregation for Speaker Recognition in the Wild”. ICASSP 2019.

Wang, Wang, Zhou, Ji, Gong, Zhou, ...

Zircher Fachhochschule

& Liu: “Cosface: Large margin cosine loss for deep face recognition.” CVPR 2018.
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Results Zh
Speaker clustering on TIMIT Speaker verification on TIMIT
(MR, averaged over 5 runs) (EER, averaged over 5 runs)
H30 H50
oT RF RS
or IS
LUVO LUVO RF 8.55 a0.49
RS 8.16 a0.42
m ‘
LSTM LSTM RF
RS
oT
RESNET348 RESNET345 RF 6.25 #0.23
RS 6.11 o031

* RF: fill a segment by picking frames at random from full utterance (i.e., more phonetic

variability)
=» DNNs seem to ignore SST information and still almost exclusively rely on FBA features

Follow-up question
« Can we force DNNs to use SST features by ,scrambling” FBA information?

Zircher Fachhochschule 25
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Testing if DNNs can be forced to not rely on Zh
frame-based acoustic information alone aw

1. Make the problem acoustically harder by decreasing the SNR

Speaker verification on VoxCeleb (speech ,in the wild®, 5994 speakers, 1+ mio. utterances)

H50 H50
oT oT RF RS

oT 6.38 o0.12 oTr

LUVO RF 8.55 00.49 LUVO RF 5 27.99 ¢0.30
RS 8.16 a0.42 RS b 2791 6032 28.50 o0.28
oT oT

LSTM RF LSTM RF 5 ! 22.02 o0.10 23.57 ¢0.09
RS RS 26.30 #0.59 26.58 o0.84
oT oT

RESNET34S RF 6.25 00.23 6.37 a0).35 RESNET345 RF 1 I 19.08 o0.26
RS 6.11 #0.31 5.80 a0.11 RS 20.74 o0.46 21.02 #0.34

(EER, averaged over 5 runs)

=>» Being able to exploit SST information helps in the presence of more noise

Zircher Fachhochschule 26
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Testing if DNNs can be forced to not rely on Zh
frame-based acoustic information alone aw

2. Remove discriminative power of FBAs by equalizing timbre of speakers

Speaker verification on TIMIT-NV (noise-vocoded w/ original amplitude contours in 4 bands)

H50 H350
oT RF RS arT RF RS
oT 6.38 o0.12 aT 32.56 o{L.62
LUVO RF 8.55 a0.49 ¢ o 612 g0.12 LUV RF
RS 8.16 a0.42 RS

aT
LSTM 3.78 o0.10 Bbb LSTM RF 22 .24 2148 .40 21.15 #0.25
3.89 o0.06 C { RS || 22.82 o040 21.89 o0.25 21.04 #0.12

1 24,

RESNET345 6.59 00.25 6.25 00.23 6.37 7035 RESNET34S RF . i
RS 5.89 00.25 6.11 5031 5.80 o0.11 RS 27250137 2357 ol)l46 2332 ol).58

(EER, averaged over 5 runs)

=>» Being able to exploit SST information helps with less speaker-discriminating FBAS
=>» Disclaimer: not evident for speaker clustering using MR

Zircher Fachhochschule 27
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Testing if DNNs can be forced to not rely on Zh
frame-based acoustic information alone

2. Remove discriminative power of FBAs by equalizing timbre of speakers

Speaker verification on TIMIT-Syn (re-synthesized w/ original, normalized pitch tracks and
phone-level timing information from annotations [Slowsoft synthesizer, similar for MBROLA])

H50 H50
oT RF RS oT RF RS

OT || 638 ¢0.12 oT 46.24 o0.18
4598 00.34 46.16 +0.27

LUVO RF 8.55 a0.49 ¢ LUVO RF 47.26 o0.15

| 816 0042 RS || 47.140022 | 4588 o0.12 © 4566 00.12

oT oT 42.43 o1.40
LSTM RF 3.99 a0.16 3.78 o0.10 LSTM RF 41.93 o0.26 41.64 o0.25
RS 3.89 o0.06 C RS 42.55 o0).34 41.53 o0.23
oT oT
RESNET345 RF 6.59 o0.25 6.25 00.23 6.37 a0.35 RESNET345 RF X .86 42.97 ¢0).51 42.65 o0.59
RS 5.89 o0.25 6.11 o0.31 5.80 g0.11 RS 42.48 o0.45 43.07 60).72 41.59 o0.36

(EER, averaged over 5 runs)

=>» Being able to exploit SST information helps without any speaker-discriminating FBAS
=>» Disclaimer: less evident for speaker clustering using MR

Zircher Fachhochschule 28
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Discussion Zh
 DNNs are lazy in picking up higher-level features like SSTs

- there is still the potential for improvement, possibly still one order of magnitude
» Recent results are still preliminary and open many areas for future work

- who helps to uncover their depth?
» Happy to collaborate interdisciplinary & internationally
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