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What is AI?

How does Deep Learning Work?

Practical Examples of Deep Learning in the Wild

Source: http://www.gymbsb.de/wp-content/uploads/2017/10/fall-1072821_1920.jpg
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About us & our work
ZHAW School of Engineering, Winterthur, Switzerland
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What How? Examples

1
What is AI?
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What is AI?

"The exciting new effort to make 
computers think... machines with minds, 

in the full and literal sense." 
(Haugeland, 1985)

"[The automation of] activities that we 
associate with human thinking, activities 
such as decision-making, problem solving, 

learning..." (Bellman, 1978)

"The study of mental faculties through
the use of computational models." 

(Charniak and McDermott, 1985)

"The study of the computations that 
make it possible to perceive, reason, 

and act." (Winston, 1992)

"The art of creating machines that 
perform functions that require 

intelligence when performed by people." 
(Kurzweil, 1990)

"The study of how to make computers 
do things at which, at the moment, 

people are better." 
(Rich and Knight, 1991)

"Computational Intelligence is the study 
of the design of intelligent agents." 

(Poole et al., 1998)

"AI... is concerned with intelligent 
behaviour in artefacts." (Nilsson, 1998)
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Why?

“The growth of deep-learning 

models is expected to 

accelerate and create even 

more innovative applications in 

the next few years.”
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Idea: Add depth to learn features automatically

(0.2, 0.4, …)

Container ship

Tiger

Classical image

processing

(0.4, 0.3, …)

Feature extraction

(SIFT, SURF, LBP, HOG, etc.)

Container ship

Tiger

Using Convolutional

Neual Networks

(CNNs)

Takes raw pixels in, learns

features automatically!

Classification

(SVM, neural network, etc.)

…

…

Automation of complex processes 

based on (high-dimensional) sensor input
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What belongs to AI?

…

…

…

…

…

…

…
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What How? Examples

2
How does Deep Learning Work?
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Examples of «AI» in the media in recent years
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Foundation
Inductive supervised learning

Assumption
• A model fitted to a sufficiently large sample 

of data…

• …will generalize to unseen data

Method
• Searching for optimal parameters of a 

function…

• …such that all sample inputs (images) are

mapped to the correct outputs (e.g., «car»)

Quelle: http://lear.inrialpes.fr/job/postdoc-large-scale-classif-11-img/attribs_patchwork.jpg

𝒇 𝒙 = 𝒚

http://lear.inrialpes.fr/job/postdoc-large-scale-classif-11-img/attribs_patchwork.jpg
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Search for optimal parameters of a function?

neuron neural net

features (e.g., pixel)

Tunable parameters

Threshold / decision

Result (interpreted as e.g. «car»)

𝑦
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Search for optimal parameters of a function?

• Our artificial neural net: 𝑓𝑾 𝑥 = 𝑦
with image 𝑥, ground truth 𝑦 and parameters 𝑾
(𝑾 = {𝑤1, 𝑤2} initialized at random)

• Error measure: 𝑙 𝑾 =
1

𝑁
σ𝑖=1
𝑁 𝑓𝑾 𝑥𝑖 − 𝑦𝑖

2

Average of (quadratic) difference between prediction

and ground truth («loss»)

 error landscape

𝑤2

𝑤1

𝑙(𝑤1, 𝑤2)

Method: iterative change of 

parameters of 𝑓 in the direction of 

the steepest descent of 𝐽

Probability [%] for specific event
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What does the neural network «see»?
Hierarchy of more complex features

Source: https://www.pinterest.com/explore/artificial-neural-network/

Olah, et al., "Feature Visualization", Distill, 2017, https://distill.pub/2017/feature-visualization/. 

https://www.pinterest.com/explore/artificial-neural-network/
https://distill.pub/2017/feature-visualization/
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What How? Examples

3
Examples of Deep Learning in the Wild
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Print media monitoring

Task Challenge Nuisance
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Print media monitoring – ML solution

Meier, Stadelmann, Stampfli, Arnold & Cieliebak (2017). «Fully Convolutional Neural Networks for Newspaper Article Segmentation». ICDAR’2017.

Stadelmann, Tolkachev, Sick, Stampfli & Dürr (2018). «Beyond ImageNet - Deep Learning in Industrial Practice». In: Braschler et al., «Applied Data Science», Springer.
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Print media monitoring – deployment

Stadelmann, Amirian, Arabaci, Arnold, Duivesteijn, Elezi, Geiger, Lörwald, Meier, Rombach & Tuggener (2018). «Deep Learning in the Wild». ANNPR’2018.

Important in practice: MLOps
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Symbol detection
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Symbol detection – challenges & solutions

Tuggener, Elezi, Schmidhuber, Pelillo & Stadelmann (2018). «DeepScores – A Dataset for Segmentation, Detection and Classification of Tiny Objects». ICPR’2018. 

Tuggener, Elezi, Schmidhuber & Stadelmann (2018). «Deep Watershed Detector for Music Object Recognition». ISMIR’2018.

,
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Symbol detection – industrialization

Current results on class imbalance and robustness challenges
1. Added sophisticated data augmentation in every page’s margins

2. Put additional effort (and compute) into hyperparameter tuning and longer training

3. Trained also on scanned (more real-worldish) scores

 Improved our mAP from 16% (on purely synthetic data) to 73% on more challenging real-world data set 

(additionally, using Pacha et al.’s evaluation method as a 2nd benchmark: SotA from 24.8% to 47.5%)

Elezi, Tuggener, Pelillo & Stadelmann (2018). «DeepScores and Deep Watershed Detection: current state and open issues». WoRMS @ ISMIR’2018.

Pacha, Hajic, Calvo-Zaragoza (2018). «A Baseline for General Music Object Detection with Deep Learning». Appl. Sci. 2018, 8, 1488, MDPI.

Sufficient condition: lots of tuning
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Lessons learned

Data is key
• Many real-world projects miss the required quantity & quality of data 

 even though «big data» is not needed

• Class imbalance needs careful dealing

 special loss, resampling (also in unorthodox ways)

• Unsupervised methods need to be used creatively

• Users & label providers need to be trained

Robustness is important
• Training processes can be tricky

 give hints via a unique loss, proper preprocessing and pretraining

Learning from (raw) data is powerful, yet one is fully dependent on what is in that data

Prerequisite: stable data acquisition pipeline

Sufficient condition: lots of tuning

Deep learning is no silver bullet

Important in practice: MLOps



Zürcher  Fachhochschule
22

Lessons learned – model interpretability

Interpretability is required.
• Helps the developer in «debugging», needed by the user to trust

 visualizations of learned features, training process, learning curves etc. should be «always on»

Stadelmann, Amirian, Arabaci, Arnold, Duivesteijn, Elezi, Geiger, Lörwald, Meier, Rombach & Tuggener (2018). «Deep Learning in the Wild». ANNPR’2018.

Schwartz-Ziv & Tishby (2017). «Opening the Black Box of Deep Neural Networks via Information».

https://distill.pub/2017/feature-visualization/, https://stanfordmlgroup.github.io/competitions/mura/

negative X-ray positive X-ray

DNN training on the Information Plane a learning curve feature visualization

https://distill.pub/2017/feature-visualization/
https://stanfordmlgroup.github.io/competitions/mura/
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Lessons learned – detecting adversarial attacks
…using average local spatial entropy of feature response maps

Amirian, Schwenker & Stadelmann (2018). «Trace and Detect Adversarial Attacks on CNNs using Feature Response Maps». ANNPR’2018.
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Conclusions

• Deep learning is applied and deployed in «normal» businesses (non-AI, SME)

• It does not need big-, but some data (effort usually underestimated)

• DL training for new use cases can be tricky ( needs thorough experimentation)

• New theory and visualizations help to debug & understand

 the training process

 individual results

About me:
• Prof. AI/ML, scientific director ZHAW digital

• Email: stdm@zhaw.ch

• Phone: +41 58 934 72 08

• Web: https://stdm.github.io/

• Twitter: @thilo_on_data

• LinkedIn: thilo-Stadelmann

Further contacts:
• Collaboration: datalab@zhaw.ch

 Happy to answer questions & requests.

mailto:stdm@zhaw.ch
https://stdm.github.io/
mailto:datalab@zhaw.ch

