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Why?

“The growth of deep-learning 

models is expected to 

accelerate and create even 

more innovative applications in 

the next few years.”
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Agenda

1. Face 
matching

2. Industrial 
quality control

3. Music 
scanning

Lessons 

learned
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1. Face matching – challenges & solutions

Stadelmann, Amirian, Arabaci, Arnold, Duivesteijn, Elezi, 

Geiger, Lörwald, Meier, Rombach & Tuggener (2018). 

«Deep Learning in the Wild». ANNPR’2018.



Zürcher  Fachhochschule
8

1. Face matching – challenges & solutions

Stadelmann, Amirian, Arabaci, Arnold, Duivesteijn, Elezi, 

Geiger, Lörwald, Meier, Rombach & Tuggener (2018). 

«Deep Learning in the Wild». ANNPR’2018.



Zürcher  Fachhochschule
9

1. Face matching – challenges & solutions

Stadelmann, Amirian, Arabaci, Arnold, Duivesteijn, Elezi, 

Geiger, Lörwald, Meier, Rombach & Tuggener (2018). 

«Deep Learning in the Wild». ANNPR’2018.



Zürcher  Fachhochschule
10

2. Industrial quality control

Task
• Reliably sort out faulty balloon catheters in image-based production quality control

Challenges
• Non-natural image source, class imbalance, optical conditions, variation in defect size & shape

Stadelmann, Duivesteijn, Amirian, Tuggener, Elezi, Geiger & Rombach (2018). «Deep Learning in the Wild». ANNPR’2018.
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2. Industrial quality control – solutions
(Work in progress)

Ingredients
• Weighted loss

• Defect cropping

• Secret sauce

Preliminary results
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3. Music scanning



Zürcher  Fachhochschule
13

3. Music scanning – challenges & solutions

Tuggener, Elezi, Schmidhuber, Pelillo & Stadelmann (2018). «DeepScores – A Dataset for Segmentation, Detection and Classification of Tiny Objects». ICPR’2018. 
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3. Music scanning – industrialization
(Work in progress)

Recent results on class imbalance and robustness challenges
1. Added sophisticated data augmentation in every page’s margins

2. Put additional effort (and compute) into hyperparameter tuning and longer training

3. Trained also on scanned (more real-worldish) scores

 Improved mAP from 16% (on purely synthetic data) to 73% on more challenging real-world data set 

(previous state of the art: 24.8%)

Elezi, Tuggener, Pelillo & Stadelmann (2018). «DeepScores and Deep Watershed Detection: current state and open issues». WoRMS @ ISMIR’2018.

Pacha, Hajic, Calvo-Zaragoza (2018). «A Baseline for General Music Object Detection with Deep Learning». Appl. Sci. 2018, 8, 1488, MDPI.
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Lessons learned 1/4

Data 
• Acquisition usually needs much more time than expected (         ), yet is the basis for all 

subsequent success (       ). Class imbalance & covariate shift are usual (      ,         ,       )

Understanding 
• what has been learned and how decisions emerge help both the user and the developer 

of neural networks to build trust and improve quality (         ,       ) 

• Operators and business owners need a basic understanding of used methods to 

produce usable ground truth and provide relevant subject matter expertise (         )

Stadelmann, Duivesteijn, Amirian, Tuggener, Elezi, Geiger & Rombach (2018). «Deep Learning in the Wild». ANNPR’2018.
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Lessons Learned 2/4

Simple baselines
• do a good job in determining the feasibility as well as the potential of the task at hand 

when final datasets or novel methods are not yet seen  (      ,         ,       )

Stadelmann, Duivesteijn, Amirian, Tuggener, Elezi, Geiger & Rombach (2018). «Deep Learning in the Wild». ANNPR’2018.
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Lessons learned 3/4

Loss shaping 
• Usually necessary to enable learning of very complex target functions (       )

“Initially, the training was unstable […] if directly trained on the combined weighted loss. Therefore, 

we now train […] on each of the three tasks separately. 

We further observed that while the network gets trained on the bounding box prediction and classification, 

the energy level predictions get worse. To avoid this, the network is fine-tuned only for the energy level 

loss […]. Finally, the network is retrained on the combined task […] for a few thousand iterations […].”

• This includes encoding expert knowledge manually into the model architecture or training 

setup (         ).

“The size of the anomaly in classifying balloon catheters as good or bad is quite decisive. Thus, 

rescaling the training images is not allowed, and we used a fixed size window around the center of

each defect to extract the training images.”

Stadelmann, Duivesteijn, Amirian, Tuggener, Elezi, Geiger & Rombach (2018). «Deep Learning in the Wild». ANNPR’2018.
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Lessons learned 4/4

Deployment 
• Might involve the buildup of up to dozens of other machine learning models (      ) to flank 

the original core part.

• Specialized models for identifiable sub-problems increase the accuracy in production 

systems over all-in-one solutions (       ), and ensembles of experts help where no single 

method reaches adequate performance (       ).

Stadelmann, Duivesteijn, Amirian, Tuggener, Elezi, Geiger & Rombach (2018). «Deep Learning in the Wild». ANNPR’2018.
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Conclusions

• Deep learning is applied and deployed in «normal» businesses (non-AI, SME)

• It does not need big-, but some data (effort usually underestimated)

• DL/RL training for new use cases can be tricky ( needs thorough experimentation)

• New theory and visualizations help to debug & understand

On me:
• Prof. AI/ML, head ZHAW Datalab, board SGAICO & Data+Service

• thilo.stadelmann@zhaw.ch

• 058 934 72 08

• https://stdm.github.io/

On the topics:
• AI: https://sgaico.swissinformatics.org/

• Data+Service Alliance: www.data-service-alliance.ch

• Collaboration: datalab@zhaw.ch

 Happy to answer questions & requests.

mailto:thilo.stadelmann@zhaw.ch
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