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The neural basis of cognition is unclear to this day. We here present a conceptual framework
resolving the conflict Fodor & Pylyshyn (1988); Dever (2006) between symbolic and neural
approaches. In our scheme, the cortical carriers of meaning are not individual neurons but
sets of neurons supporting each other by mutual excitation. These sets and their supporting
connectivity are called 'net fragments’ or simply 'fragments.” Also fragments activate only as
part of larger nets composed of overlapping fragments. Fragments play the role of composite
symbols. As each neuron can be part of several fragments, and each fragment can overlap
with several alternative other fragments, fragments can be likened to jigsaw puzzle pieces
that fit together in innumerable different arrangements. Any such arrangement must, however,
conform to a highly non-trivial consistency condition.

Net fragments and the composite nets they form are supported by specific patterns of synaptic
connections. These are formed in development and learning by network self-organization, a
process studied experimentally Goodhill (2007) and theoretically Willshaw & von der Malsburg
(1979); Haussler & von der Malsburg (1983) on the example of the ontogenetic establishment of
retinotopic fiber projections. This process selects net structures that are sparse (limited fan-in
and fan-out of connections at each neuron) and are self-consistent such that a sufficient number
of fibers converge on any one neuron from within the net. The composition rule for fragments
to co-activate in a net is that together they form a net that is self-consistent (and would be
stable under the process of network self-organization). Any particular large net (that is, set of
active neurons) is unlikely to occur more than once in a life-time, so that only relatively small
fragments have a chance to be active again and again to thus reach stability under network
self-organization. But as these fragments overlap in multiple ways, cortex develops into an
overlay of net fragments that supports an infinitude of consistent large-scale nets.

Among all possible thus-defined net structures a particular role is played by those that real-
ize schema application. Each schema is an abstract structural description under which large
numbers of instances can be united Bartlett (1932); Minsky (1974); Schank & Abelson (1977).
Invariant object recognition has been modeled as schema application Arathorn (2002); OI-
shausen et al. (1995); Hinton (1981); Kree & Zippelius (1988); von der Malsburg (1988) real-
izable as a net that is representing schema, instance and the structure-preserving mapping
between them Wolfrum et al. (2008). Natural intelligence may be defined as the ability of pur-
suing vital goals and intentions in varying contexts. Behavioral control has been classically
described as schema application Shettleworth (2010). We propose the composition of nets out
of fragments as basis for this process von der Malsburg et al. (2022).

In distinction to present-day artificial neural networks the human brain can learn and generalize
from very few examples. It is a well-established insight Geman et al. (1992); Wolpert (1996)
that such efficiency must be based on a deep structural relationship between learning system
and domain. Inherent in our neural representation framework is therefore the claim that also
the environment can be seen as a composite of a finite set of structural fragment types.
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