ABSTRACT

Graph Neural Networks (GNNs) have revolutionized graph learning through efficiently learned node embeddings and achieved promising results in various graph-related tasks such as node and graph classification. Within GNNs, a pooling operation reduces the size of the input graph by grouping nodes that share commonalities intending to generate more robust and expressive latent representations. For this reason, pooling is a critical operation that significantly affects downstream tasks. Existing global pooling methods mostly use readout functions like max or sum to perform the pooling operations, but these methods neglect the hierarchical information of graphs. Clique-based hierarchical pooling methods have recently been developed to overcome global pooling issues. Such clique pooling methods perform a hard partition between nodes, which destroys the topological structural relationship of nodes, assuming that a node should belong to a single cluster. However, overlapping clusters widely exist in many real-world networks since a node can belong to more than one cluster. Here we introduce a new hierarchical graph pooling method to address this issue. Our pooling method, named Quasi-CliquePool, builds on the concept of a quasi-clique, which generalizes the notion of cliques to extract dense incomplete subgraphs of a graph. We also introduce a soft peel-off strategy to find the overlapping cluster nodes to keep the topological structural relationship of nodes. For a fair comparison, we follow the same procedure and training settings used by state-of-the-art pooling techniques. Our experiments demonstrate that combining the Quasi-Clique Pool with existing GNN architectures yields an average improvement of 2% accuracy on four out of six graph classification benchmarks compared to other existing pooling methods.
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1 INTRODUCTION

In recent years, Convolutional Neural Networks (CNNs) have demonstrated outstanding performance in various challenging tasks in the fields of image processing, video processing, natural language interpretation, and beyond [12, 24]. These tasks typically represent data in euclidean space, whereas a large amount of data exists in non-euclidean domains, such as chemical molecules, biological and social networks, which can usually be represented as graphs [6]. Therefore, attempts have been made to successfully generalize CNN models to operate on graph data, leading to Graph Neural Networks (GNNs). GNNs have been implemented for various kinds of graphs and have achieved state-of-the-art performance for many graph-related tasks, such as classifying nodes, classifying graphs, and predicting links [42]. These findings demonstrate that GNNs are effective at node-level and graph-level representations. On the other hand, pooling approaches are demonstrated to be efficient and effective in many natural language processing [17] and image-related tasks such as text and image classification [19]. It is thus natural to investigate these techniques also for graph data [18]. The researchers generalize the CNN pooling methods on graphs to reduce the size of nodes for graph-level prediction. For example, studies have extended the global average or sum pooling operations to graph models by averaging or summing all node features [31]. But, such pooling methods are not able to capture the hierarchical graph structure and may lose important features [38]. Several advanced graph pooling techniques, like DiffPool [38], Topk-Pool [10], and SortPool [40], have been developed to overcome the shortcomings of global pooling and have achieved promising results on graph classification tasks. Furthermore, in [1, 22], the authors proposed topology-based clique and k-plex hierarchical pooling methods for graph classification. However, the pooling techniques...
Our work links pooling operators and two graph theoretical concepts: clique and quasi-clique. The former performs a hard partitioning between nodes, where each node is connected up to one cluster. The latter ones provide flexible partitioning for a clique, which relaxes the definition of a clique to a quasi-clique to extract dense, incomplete subgraphs within a large graph. In this paper, we propose Quasi-CliquePool (cf. Figure 1), a novel pooling technique to learn a hierarchical representation of a graph to address the limitations mentioned above. The proposed method uses the Replicator Dynamics (RD) algorithm to extract a subset of nodes (maximal clique) iteratively. The RD is a dynamical system that, at convergence, provides the likelihood of participation of each node into a cluster; the higher the value, the central the node.

We introduce a new soft peel-off strategy to find the low-participating nodes in a converged RD. Such nodes, being not central, lie on the border of the cluster. Hence they are good candidates for being the link with other clusters in the graph. Those nodes are allowed to get extracted again with other clusters, while the central ones belong only to one cluster. Having nodes that belong to multiple clusters inevitably extends the maximal clique concept to a quasi-clique due to missing edges. Nodes that remain isolated during the pooling operations are removed from the graph. Details are discussed in Section 3. We make a coarsened graph based on extracted cliques in the last step. Overall, this research makes the following contributions:

- We propose a novel graph pooling method, Quasi-CliquePool, based on the concept of quasi-clique. The proposed graph pooling method can be integrated into various GNN architectures.
- This study introduces a new soft peel-off strategy to find the overlapping cluster nodes of a given graph during the pooling procedure.
- We conduct comprehensive experiments and show that Quasi-CliquePool improves an average accuracy by 2% in four out of six graph classification benchmarks compared to state-of-the-art pooling methods.

2 RELATED WORK

This section briefly explains the multiple GNN architectures and graph pooling methods for graph classifications.

2.1 Graph Neural Networks

GNN models have drawn considerable attention due to their excellent performance on various tasks in the graph learning representation domain. Recently, several GNN architectures have been developed, including architectures inspired by CNNs [32], recursive graph networks [30], recurrent graph networks [21], and line graph neural networks [5]. Gilmer et al. [11] proposed “a neural message passing” framework for graph data, and most of the above approaches fit within this framework. In this message-passing framework, the GNN model computed the node representations directly from their neighbour nodes’ features using a differentiable aggregation and propagation function. In [14], the authors present a
The pooling methods reduce the graph size using node dropping or node pruning for graph classification. There are three categories of graph pooling: topology, global and hierarchical pooling [18].

2.2 Graph Pooling Methods

The pooling methods reduce the graph size using node dropping or node pruning for graph classification. There are three categories of graph pooling: topology, global and hierarchical pooling [18].

2.2.1 Topology based pooling. Earlier works used only graph coarsening methods without neural networks. For example, spectral clustering methods achieve coarsened graphs using eigendecomposition [34]. However, the eigendecomposition procedure was not good in terms of time complexity. Dhillon et al. [7] first time proposed a Gracclus method to extract the clusters of given graphs without eigenvectors. Gracclus method used the concept of mathematical equivalence between a general weighted kernel $k$-means objective and a general spectral clustering objective. This method improves the various weighted graph clustering objectives like normalized cut, ratio cut, and ratio association criteria. Even in recent GNN models [2, 28], Gracclus is implemented as a pooling module.

2.2.2 Global pooling. Global pooling methods use neural networks or summation functions to pool all the node representations in each layer. Gilmer et al. [11] introduced a message-passing scheme based on a general framework for graph classification and obtained the entire graph classification using the Set2Set model. In [40], the authors proposed the SortPooling method to keep much more node information and learn from the global graph topology. This method sorts the nodes embeddings according to the graph structural roles and then feed these sorted embedding to the next layers.

2.2.3 Hierarchical pooling. Global pooling is the most effective way to reduce the size of the graph. However, these methods ignore the hierarchical graph information, which is important for capturing the structural information of graphs. The principal goal of hierarchical pooling approaches is to build a technique that uses graph topology or node feature information to learn the node representation hierarchically. In this regard, Ying et al. [38] proposed the first hierarchical differentiable pooling (DiffPool) method for classifying graphs. This method can be used with various GNN architectures in an end-to-end fashion. It used the learning assignment matrix that contains the probability values of nodes in layer $L$ and then assigned these values to clusters in the next layer $L + 1$. Due to its differentiable essence, its application produces dense adjacency matrices. In [10], the authors developed the Top-k pooling to overcome this issue by learning a project vector. But, this method ignores the topological structure of the graph. Enxhell et al. [22] introduced a clique-based hierarchical pooling method for graph classification. Clique pooling is much more restrictive because it is limited to hard graph partitions. In [1], the authors improved the simple clique pooling method and proposed a $k$-plex pool method for graph classification.

To further improve pooling methods, this study proposes a novel Quasi-CliquePool method that can use topological information to yield hierarchical representations. Table 1 summarizes the current graph pooling methods based on their four desirable clustering properties: 1) Hierarchical pooling—Global pooling methods ignore the hierarchical structure information in the graphs during pooling operation however, hierarchical pooling methods extract the hierarchical information. Our quasi-pooling can extract hierarchical information from graphs and can be combined with various GNN architectures. 2) Adaptive—we can distinguish pooling methods based on the $k$ number of node of the pooled graph. The $k$-plex [1] is a fixed pooling method because it depends on the apriori $k$ number of adjacent nodes. Our pooling method is adaptive because it is not dependent on any $k$ number of adjacent nodes, 3) Topology pooling—in terms of graph clustering, topology structure-based aggregation is crucial for pooling operations. DiffPool [38] and Top-k [10] only used the node features to perform pooling and ignored the topological structure. The proposed method uses topological structure information to perform pooling operations, and aggregates node features using element-wise sum or max functions, and 4) Overlapping nodes—one node may belong to multiple clusters. It can be observed from Table 1 that the proposed pooling method is different from other partitioning-based graph coarsening approaches [1, 22] because Quasi-CliquePool extracts overlapping nodes during pooling operations to preserve the topological structure. Clique pooling, on the other hand, forces a split between two nodes, which destroys the topological relationship between the two nodes. The $k$-plex pooling finds the overlapping nodes, but it depends on the $k$-fixed number of adjacent nodes.

3 QUASI-CLIQUE GRAPH POOLING

In this section, we explain the mechanism of Quasi-CliquePool and show how it is implemented in a GNN architecture for graph classification. Section 3.1 defines some useful notations. Sections 3.2 and 3.3 briefly describe the background for GNNs and RD with the quasi and maximal cliques. In section 3.4, we explain how the quasi-clique method can be used to coarsen the graph. Finally, section 3.5 explains the Quasi-CliquePool algorithm to extract the quasi-cliques and maximal cliques.

### 3.1 Notations

Given an undirected graph $G = (V, E)$, where $E = E(G)$ is an edge set, $V = V(G)$ is a node-set, $e(G) = |E| = m$ and $v(G) = |V| = n$ are the number of edges and nodes in $G$, respectively. Given an edge $e = \{u, v\}$, nodes $u$ and $v$ are said to be adjacent. We represent an attributed graph as a tuple $(G, \alpha, \beta)$, where $\alpha : V \to \mathbb{R}^{h_V}$ is a function that assigns a vector of features to each node and $\beta : V \times V \to \mathbb{R}^{h_E}$ is an edge feature function that assigns a feature.
3.2 Graph Convolutional Neural Network

GNNs are a special class of neural network architectures designed to analyze graph data. These models learn a fixed-size representation of a set of graphs in a given distribution. The main component of a GNN model is the "message passing module" that is described below:

\[ H^{(k)} = P(A, H^{(k-1)}; \Theta^{(k)}) \]

where \( P \) represents the propagation function, which depends on three components: adjacency matrix \( A \), node embedding \( H^{k-1} \) based on the previous message passing step, and the last term \( \Theta \) are trainable parameters. There are many ways to implement the propagation function \( P \). For example, Kipf’s et al. [36] proposed a Graph Convolutional Neural Network (GCN) implement the \( P \) function using the combination of ReLU non-linearities and linear transformations:

\[ H^{(k)} = P(A, H^{(k-1)}; W^{(k)}) = \text{ReLU}(\tilde{D}^{-1/2} \tilde{A} \tilde{D}^{-1/2} H^{(k-1)} W^{(k-1)}) \]

3.3 Replicator Dynamics, Maximal and Quasi-Clique

Replicator Equations (REs) are a class of dynamical systems developed to model the evolution of animal behaviour using tools and principles of game theory. The REs have recently been applied with significant success to solve the maximal clique and related problems [27]. Based on a well-known result from graph theory, this approach formulates the maximal clique problem as a standard quadratic assignment program. We introduce some notations and definitions to represent this concept formally. Initially, the data to be clustered are represented as a graph \( G = (V, E) \) with no self-loop.
The degree of a vertex \( u \in V \) relative to a subset of vertices \( C \), denoted by \( \text{deg}_C(u) \), is the number of vertices in \( C \) adjacent to it, that is,
\[
\text{deg}_C(u) = \sum_{w \in C} a_{uw}.
\]
When \( C = V \) we obtain the standard degree notion, in which case we shall write \( \text{deg}(u) \) instead of \( \text{deg}_C(u) \). A subset \( C \) of vertices in \( G \) is called a clique if all its vertices are mutually adjacent. A clique is said to be maximal if it is not contained in any larger clique, while quasi-clique is a dense incomplete subgraph of a graph that relaxes the clique constraints. We define the quasi-clique in terms of density \( d \) such that \( 0 < d < 1 \), a subset of vertices \( H \) is called a \( d \)-quasi-clique if the edge density of the induced subgraph \( G[H] \) is at least \( d \). Note that if \( d = 1 \), the definition requires \( H \) to be a clique. If \( d < 1 \), it is possible for the subgraph to be missing some edges among its vertices. In [27], a one-to-one correspondence between stable points of the RD, local maximizers of a standard quadratic assignment problem and maximal clique is provided. It is thus sufficient to reach an equilibrium point of the RD to get a maximal clique. We used this algorithm in our implementation to extract the maximal and quasi-cliques. Figure 3 shows the graphical representation of how the RD method obtains the maximal cliques and quasi-clique using a density curve. The discrete replicator dynamic is defined as:
\[
x_i^{(t+1)} = x_i^{(t)} \frac{(Sx^{(t)})_i}{(x^{(t)})^T S(x^{(t)})}
\]
the equation 5 (for \( i = 1, \ldots, n \)) corresponds to the discrete-time version of first-order replicator equations. The RD is a continuous optimization technique that, at convergence, provides the degree of centrality for each node in a cluster; the higher the degree, the more central the node. In [27], the authors introduced an effective strategy (Peel-off) to perform a hard partition of the given data into coherent clusters using RD, with the following steps: 1) find the most participating nodes based on a predefined threshold to obtain a cluster. (i.e., a maximal clique), 2) remove those selected nodes from the similarity graph, and 3) reiterate steps 1 and 2 on the remaining nodes until all nodes have been clustered. The peel-off strategy considers only the highly participating nodes due to the predefined threshold in the RD convergence; however, the low-participating nodes that lie on the border of the cluster might be a good candidate to link with other clusters in the graph. These nodes can be extracted again with other clusters at RD convergence, while the central ones belong only to one cluster. Hence we introduce a new soft peel-off strategy, a threshold, to find these low participating nodes in a converged RD. Figure 4 shows that the central nodes belong only to one cluster, while the border nodes can be linked to other clusters. The run-time complexity of RD is \( O(KW^2) \), where \( V \) is the number of vertices in the graph and \( K \) is the number of iterations. A detailed explanation of how we used the RD algorithm and soft peel-off strategy in our implementation is mentioned in section 3.5.

### 3.4 Graph Coarsening with Quasi-CliquePool

The proposed Quasi-CliquePool method computes the cliques \( C = \{C_1, C_2, \ldots, C_k\} \) of the input graph \((V, E, \alpha, \beta)\), and returns a coarsened graph \((V', E', \alpha', \beta')\), such as:
\[
V' = V(G') = \{v'_1, v'_2, v'_3, \ldots, v'_k\},
\]
where node \( v'_i \) represents the coarsened version of \( C_i \) and \( E' \) \{\( v'_i, v'_j \)\} represents coarsened edge that exists if there is at least one edge in original graph \( G \) connecting a node of \( C_i \) with a node of \( C_j \). The node features function \( \alpha' : V' \rightarrow \mathbb{R}^{n V} \) aggregates the features that belong to the same clique \( C_i \). We considered the features of maximal clique-based nodes for aggregation since these nodes are highly connected. For relabeling the nodes and edges in the coarsened graph, we defined node features in the following way:
\[
\alpha'(v'_i) = \Phi(\{\alpha(\alpha) | \alpha \in C_i\}),
\]
\[
\beta'(\{v'_i, v'_j\}) = \psi(\{\beta(e) | e \in E(G[C_i, C_j])\}),
\]
where \( \Phi \) and \( \psi \) represent the aggregation functions defined over multisets of feature vectors. The element-wise max or sum is a common aggregator function for node features [37]. We used element-wise max or sum aggregators for node features. Our approach is different from other partitioning-based graph coarsening methods [22] because a node may belong to multiple cliques in the proposed method. On the other hand, CliquePool [22] performs a hard partition between nodes, which destroys the topological structural relationship in the cliques\(^1\). Figure 2 illustrates the framework of Quasi-CliquePool. Concretely, we view a GraphConv layer followed by a Quasi-cliquePool layer as a module and name it Quasi-CliquePool GraphConv layer for convenience. The Quasi-CliquePool GraphConv layer takes a graph as an input and outputs a new pooled graph with a new feature matrix and adjacency matrix. Then, the pooled graph is fed into the next Quasi-CliquePool GraphConv layer and applies a readout function on it. In the last step, we get the final graph representation by adding the embeddings of each graph layer, and a multi-layer perceptron model is applied to this representation to classify the graph.

### 3.5 Quasi-CliquePool Algorithm

In this section, we propose a Quasi-CliquePool algorithm for graph classification, whose pseudocode is shown in Algorithm 1, that extracts the quasi-cliques and maximal cliques of a given graph.

---

\(^1\)We do not consider edge attributes in this work.
Algorithm 1 performs two main tasks: 1) partitions the graph and assigns the nodes of the original graph \(G\) to \(k\) different cliques, and 2) each clique is transformed into a new node in the coarsened graph \(G'\). The core of our method is inspired by the original RD algorithm for the maximal clique of Pelillo et al. [27]. Algorithm 1 receives a graph \(A \in \{0, 1\}^{n \times n}\) and \(X \in \mathbb{R}^{n \times h\nu}\) as input and returns the list of all possible quasi-cliques \(C\). In the first step, we used the Euclidean pairwise distance method, and the gaussian kernel [39] function to build the similarity matrix of the given graph (equation.10). The kernel function basically tells the model how similar two data points are \((x_i, x_j)\). The affinity between a pair of points can be defined as

\[
S_{ij} = \exp\left(-\frac{d^2(x_i, x_j)}{\rho_i \rho_j}\right),
\]

where \(d(x_i, x_j)\) is the euclidean distance between the vectors \(x_i\) and \(x_j\) and \(\rho_i\) \(\rho_j\) are the local scaling parameters computed with [39]. In the next step, the RD method uses this similarity matrix as an input and provides a characteristic vector \(X_0\) that contains the probability value of the participation of each node in a cluster; the higher the value, the central the nodes as a maximal clique, and the lower the value, the border the nodes. Then a \(\gamma\) threshold is applied to the characteristic vector \(X_0\) to extract the highly participating nodes as a maximal clique. Here we are interested in extracting the low participating nodes that lie on the clique’s border because these nodes might be good candidates for overlapping nodes with other cliques in the graph. We introduced a new soft filter-off strategy, a filter operation that finds border (overlapping) nodes using a \(\sigma\) threshold and assigns them again in characteristic vector \(X\) for the next convergence of the RD. So in this way, Algorithm 1 iteratively selects all the possible quasi-cliques by extracting the nodes in set \(U\). Nodes that remain isolated during the pooling operations are removed from the graph. Moreover, the aggregation procedure of the node features (equation. 8) contributes similarly to the respective clusters, and element-wise sum or average readout functions are used to aggregate the node features in the coarsened graph. In the next pooling layer, we transformed each clique into a new node and connected two cliques (equation. 9) if they have a common edge or node in the original graph \(G\). We illustrate our proposed Quasi-CliquePool in Figure. 1, where we performed quasi-clique pooling on a graph with 19 nodes and obtained a new graph \(G'\) at the first layer of Quasi-CliquePool with 5 nodes.

4 RESULTS AND DISCUSSION

In this section, we evaluate the superiority and effectiveness of Quasi-CliquePool against several state-of-the-art graph classification approaches. Section 4.1 briefly describes the datasets used for experiments. Section 4.2 explains the baseline methods used to compare the results and configuration of Quasi-CliquePool and baseline methods. In section 4.3, we compare Quasi-CliquePool results with state-of-the-art graph classification approaches. Finally, section 4.4 presents the ablation study.

4.1 Dataset Setup

To verify the performance of Quasi-CliquePool in learning complex hierarchical graph structures in different domains, it tested on a variety of large benchmarks that are commonly used in graph classification tasks [15]. This study used bio-informatics datasets including DD [9], Protein and Enzymes [3, 8], and the molecule datasets Mutag [29], NCI-1, and NCI-109 [33]. All datasets are retrieved from the TU-Dortmund collection [25]. Table 3 shows the statistics of the datasets, most of the datasets are relatively large-scale with different sizes of graphs and hence suitable for evaluating deep graph models.

4.2 Baselines and Experimental Settings

To compare the performance of graph classification, we consider GNNs-based baselines combined with different state-of-the-art pooling methods. The next section briefly describes these baseline methods with experimental settings.

4.2.1 Graph Neural Network Methods: This research work considers three GNN architectures to test the proposed Quasi-CliquePool method. (1) GCN [16] is a convolutional neural network that learns node representations by aggregating and propagating information from neighbours. (2) GraphSage [13] introduces the inductive framework, which calculates node embedding by aggregating and sampling features from local neighbours. (3) GraphConve [26] proposed k-dimensional GNNs that can take high-order graph structures and are useful in analysing social networks and molecule graphs.

4.2.2 Competitors: This study compares Quasi-CliquePool with five state-of-the-art hierarchical pooling techniques: Top-k pool [38]. SAGEpool[18], DiffPool [10], clique pooling [22], and k-plex pool[1] and two global pooling methods: Sort pooling[35] and Gracicus[7]. For all baselines and quasi-clique pooling, we employed the same hyperparameter search strategy. The hyperparameters are summarized in Table 4.

For all the pooling and GNN baselines, we consider the accuracy scores reported by the original authors. In cases where baseline
4.3 Performance on Graph Classification

Table 2 demonstrates the test accuracy of Quasi-CliquePool on bio-informatics and molecules benchmarks. To summarize the results, we have the following observations:

1. First, we can observe from the results that Quasi-CliquePool consistently outperforms other baselines in most datasets. For example, in the molecule datasets, quasi-clique pooling achieves 1.10% improvement compared to the K-plex best baseline in NCI-1, which is 10.13% improvement over a Graph Convolutional Network (GCN) with no hierarchical pooling mechanism. Quasi-CliquePool also achieves 2.76% improvement over the k-plexPool in the Proteins dataset, and the overall improvement is 8.67% over the GCN model.

2. In most of the datasets, our quasi-clique pooling method obtains better performance than both hierarchical and global pooling methods. Quasi-CliquePool almost achieves 2.5% overall improvement over hierarchical baselines, including DiffPool, clique, k-plex, and Topk-Pool in bio-informatics datasets. At the same time, the quasi-clique method almost achieves 8% improvement over global pooling approaches (Graclus and Sortpooling).

3. Being consistent with existing studies’ findings [23, 41], we can see from Table 2 that GNN architectures without pooling modules are not able to achieve promising results because they ignore hierarchical graph information while summarizing the node representations globally. So this also proves that

---

1 https://github.com/pyg-team/pytorch_geometric/tree/master/benchmark/kernels

---
GNNs need a graph pooling layer for graph classification tasks.
- We also note that the hierarchical-based pooling methods achieved relatively better results than global methods, which further demonstrates the effectiveness of the hierarchical pooling operations. Both the SAGPool and Top-k pooling methods perform poorly on the ENZYMES dataset. The possible reason may be limited training examples per class, resulting in overfitting in GNN. However, DiffPool achieves superior performance in the ENZYMES dataset, and the proposed Quasi-CliquePool achieves the second-best accuracy in this dataset. In addition, the Top-k Pool obtains the best performance on the D&D dataset, and DiffPool obtains the second-best performance. The quasi-clique pooling method performs badly on the D&D dataset because it has very large, noisy, and sparse graphs.
- In comparison to the K-Plex and clique pooling methods, our method achieves the best performance on all six datasets, as shown in Table 2. Such observations demonstrate the overlapping nodes information in graphs is useful for graph pooling. And overall, our Quasi-CliquePool performs best on four out of six datasets.

4.4 Ablation Study
This section presents the ablation study to verify the performance of the proposed model by varying the sensitivity of several key hyper-parameters. Next, we integrate our pooling method into various GNN architectures to investigate its effect. We also investigate the performance of quasi-clique pooling with different readout functions.

4.4.1 Quasi-CliquePool and Graph Neural Network Architectures.
As previously mentioned, the proposed Quasi-CliquePool can integrate into various GNNs architectures. We integrate Quasi-CliquePool into the three most widely used graph convolutional models, including GCN, GraphSAGE, and GraphConv. These models test on three datasets (Protein, Enzymes, NCI-109), which cover large and small graph datasets with multiple classes. Figure 5 shows the performance of the three Quasi-CliquePool variants. It can see the Quasi-CliquePool_GraphConv achieves the highest accuracy on all three datasets, specifically on the Protein dataset. One can also see that the performance of Quasi-CliquePool_GraphConv on the Enzymes dataset is also better than other variants, so it shows our proposed model can get good results on multi-classes datasets.

4.4.2 Hyper-Parameter Analysis.
This section further investigates the sensitivity of some important hyper-parameters on Quasi-CliquePool. In detail, we investigate how the GNN layers $L$ and graph representation dimension $d$ affect graph classification results. As shown in Figure 6, Quasi-CliquePool obtains the highest accuracy when setting $k = 3$ and $d = 64$, respectively. It can be observed that the accuracy presents a slight increase trend with the dimension $d$ increasing in both datasets. This is because the higher dimensional representation space makes classification tasks easy. One can also see that when we increase the neural network layers, the accuracy is also increasing, but too large layers $L$ will hurt the model’s performance due to over-smoothing [20].

4.4.3 Readout Functions.
To investigate how the different readout functions affect the performance, we used three readout functions, sum, avg, and max to aggregate node features, which are denoted as Quasi-CliquePool-sum, Quasi-CliquePool-avg, and Quasi-CliquePool-max, respectively. These readout-based quasi-clique models evaluate on three datasets (Protein, Enzymes, NCI-109). As shown in Table 5, Quasi-CliquePool-Max and Quasi-CliquePool-Avg achieve better performance than Quasi-CliquePool-Sum. Quasi-CliquePool-max obtains the highest accuracy than Quasi-CliquePool-Avg, which is consistent with existing research work [1, 22]. This observation highlights the significance of readout functions in aggregating nodes in pooling operations.

<table>
<thead>
<tr>
<th>Readout Functions</th>
<th>ENZYMES</th>
<th>PROTEINS</th>
<th>NCI-109</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quasi-CliquePool-Sum</td>
<td>43.20%</td>
<td>75.89%</td>
<td>78.15%</td>
</tr>
<tr>
<td>Quasi-CliquePool-Max</td>
<td>45.01%</td>
<td>79.05%</td>
<td>80.11%</td>
</tr>
<tr>
<td>Quasi-CliquePool-Avg</td>
<td>44.01%</td>
<td>77.30%</td>
<td>77.30%</td>
</tr>
</tbody>
</table>
5 CONCLUSION

In this research work, we designed a novel graph pooling technique, Quasi-CliquePool, for graph classification using the RD algorithm. The proposed Quasi-CliquePool method has the following specifications: exploits the topological structure of the graph, extracts the complex hierarchical structure of graphs, does not require a-priori knowledge of the hierarchy, and can be integrated into several GNN architectures. This study also introduced a soft peel-off strategy to find the overlapping nodes of the graph in the clustering procedure. To demonstrate the superiority of Quasi-CliquePool for graph classification, it tested on six datasets from two domains (molecules and bio-informatics). The proposed Quasi-CliquePool method obtained the best results on four of them, which demonstrates our model’s effectiveness.
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