Machine Learning Zh
VO1: Introduction aW

Logistics of this module
History and breadth of Machine Learning
Inductive supervised learning
What is learnable? (CLT)

Prerequisites (in this order):

« Ch. 1.2-1.4 from [Murphy, ML-APP, 2012]

« Ch. 1.1-1.2 from [Mitchell, ML, 1997]
 Ch. 18.4 from [Russell & Norvig, AIMA, 2010]

With material from Javier Béjar, BarcelonaTech @
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About me Zh

Thilo Stadelmann

* Born 1980, married

« Studied computer science in Giessen & Marburg, then doctorate (Al, voice recognition)
« Passion for programming & artificial intelligence (>20 years experience)

At ZHAW

«  Email: stdm@zhaw.ch, office: TD 03.16 (Obere Kirchgasse 2) dafEleab
« Tel.: 058 934 72 08, web: https://stdm.qgithub.io/

* Professor for AI/ML at InIT/School of Engineering, scientific director of ZHAW digital

Interests
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Logistics Zh

Lecture
* Theory & some practice intertwined
 Break between 45min blocks?

Self-study
 Read & experiment as much as possible at home (= see literature & exercises)

Material
* Find everything on the course e-learning platform 1{
» Video recording, if done, is best-effort only and is no replacement for your OQ OpenOLAT

presence in the lectures

Labs & grading
» See terms & conditions on the course platform / next slide

Zurich University of Applied Sciences and Arts
InIT Institute of Applied Information Technology (stdm)
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Terms & conditions

MSE — TSM_MachLe azw

Course platform: https://moodle.msengineering.ch/course/view.php?id=1076 or
https://stdm.github.io/ml-course/ (video-lectures)

Dates

* 90 min lecture, 45 min lab per date (in 2 groups, sequentially)
 19.02.-19.03.: 5x Thilo Stadelmann (stdm@zhaw.ch)

« 26.03. —-07.05.: 6x Christoph Wirsch (christoph.wuersch@ntb.ch)
« 21.05.-28.05.: 2x Thilo Stadelmann

Labs

* Please split autonomously into 2 groups

* Aslong as there is space / resources, both groups can be present at any lab
* Time serves as a starter to the task - material suffices to go on during self study time

Grading
« 120 min written exam, pen & paper (no electronic devices used/allowed)
* Closed book, but a 2-sided A4 sheet with handwritten notes is allowed (not copied / printed)

Zurich University of Applied Sciences and Arts 7
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Module schedule

MSE — TSM_MachLe azw

Self study

Preparation P01.1-5
1 19.02. Introduction VO1: Introduction V01/P01: Discuss ML P01.6-7 stdm
fundamentals
2 26.02 V02: Formulating learning problems P02.1: Linear regression from scratch stdm
3  0503. Supervised learning  V03: Model assessment & selection P04.1 Analyzing cross P03 stdm
validation
4 1203 V04: SVMs P04.2: SVM in IPython stdm
5 190 VO05: Ensembles P04.3: Ensembles in practice P05 stdm
6 2603 V06.3: Debugging ML algorithms P06.2 Applying learning Raschka  wiirc
V07.1: System development - what to give curves ch. 6;
priority? P07
7 0204 VO08: Feature engineering Lab08 wiirc
8 09.04 V09a: Probabilistic reasoning, Gaussian .
distribution and Bayes’ therogm e e e
9 16.04 V09b: Gaussian processes Lab09b Do, 2017  wiirc
10 2304 holiday (Easer)
11 30.04. Unsupervised learning V10: Dimensionality reduction Labl10 Raschka  wirc
ch.5
12 07.05 V11: Clustering Labll Raschka  wirc
ch. 11; Ng
13 21.05. Selected chapters V12a: Learning games from selfplay P12: Selfplay for Tic-Tac-Toe stdm

14 2805 stdm
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Superior educational objectives Zh

You have a solid foundation and best practices for the application of ML
 You from here increasing your foundation through self study
* You apply ML algorithms using Python and state-of-the-art libraries

 You are able to select a suitable learning algorithm and prepare respective
features for a given data set

=>» We focus on overarching principles & practical advice
=>» Read the literature to know more algorithms

Zurich University of Applied Sciences and Arts
InIT Institute of Applied Information Technology (stdm)
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Literature

See

literature-guide.xlsx aw

on the course site (/Material)

Tag Authors Year N/ Subjective impression

Murphy  Murphy Machine Learning - A Probabilistic 2012 Very comprehensive, lots of details, quite academic

Perspective - required reading for overview of the field (Ch. 1)

Mitchell  Mitchell Machine Learning 1997 Very concise, rigorous thoughts but explanatory & accessible

- required reading for background on general learning (Ch. 1)

AIMA Russel, Norvig  Artificial Intelligence - A Modern 2010 Concise overview from an Al perspective in 2 chapters

Approach, 3rd Edition - required reading for learnability & model selection (Ch. 18)

WEKA Witten, Frank Data Mining - Practical Machine 2005 Very readable introduction from a data mining perspective

Learning Tools &Techniques, 2nd Ed. - suitable for self study, companion to Java WEKA toolkit

ISL James, Witten,  An Introduction to Statistical Learning 2014 Great concise introduction for using statistical learning
Hastie, Tibshirani with Applications in R, 4th Printing

ESL Hastie, Tibshirani, The Elements of Statistical Learning, 2009 Very comprehensive, lots of mathematical details

Friedman 2nd Edition - big brother of ISL when more details are needed

Duda et al. Duda, Hart, Stork Pattern Classification, 2nd Edition 2001 Focus on Pattern Recognition applications

—> great overview when dealing with pattern recognition data

Dlbook Goodfellow, Deep Learning 2016 Principled compendium to all things dl, good intro to math

Bengio, Courville - complementary to others, see www.deeplearningbook.com

»}""\
EEP LEARNING
Goodfellow, Yoshua Bengio,

 Asron.

* Tan 1, Witten & Bitie Frank

Pattern
Classification

with Applications in R

& springer

Zurich University of Applied Sciences and Arts 11
InIT Institute of Applied Information Technology (stdm)


http://www.deeplearningbook.com/

Educational objectives for today

«  Know the history and breadth of the discipline of Machine
Learning to categorize material

what is (machine) learnable under the paradigm of
inductive (supervised) learning

« Comfortably tap into (scientific) machine learning literature

Zurich University of Applied Sciences and Arts
InIT Institute of Applied Information Technology (stdm)



1. HISTORY AND BREADTH OF MACHINE LEARNING
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What is Machine Learning? 4
...and how does it relate to learning in general? aw

Wikipedia on «Learning», 2015:

«...the act of acquiring new, or modifying and reinforcing, existing knowledge,
behaviors, skills, values, or preferences and may involve synthesizing different types of
information.»

A. Samuel, 1959: @M

«...gives computers the ability to learn without being explicitly programmed.»

T.M. Mitchell, 1997:

«...if its performance at tasks in T, as measured by P,
improves with experience E.»

=» In practice: Fitting parameters of a function to a set of data
(data usually handcrafted, function chosen heuristically)

Zurich University of Applied Sciences and Arts
InIT Institute of Applied Information Technology (stdm)
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Examples of ML in the wild (cell segmentation | Zh

[autonomous robots)| aw
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customization

7. If not converged, go back to step 2. Else go back to step 1
withi=1+ 1 until all components are extracted. 15
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A simplified history of Machine Learning

« Discipline has its roots in Al
* Many methods have roots in statistics

« Two cultures: model-driven vs. «algorithmic»
- see [Breiman, 2001]
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A simplified history of Machine Learning

* Discipline has its roots in Al
* Many methods have roots in statistics
* Two cultures: model-driven vs. «algorithmic»

- see [Breiman, 2001]

£
&
=
g
o
2
k]
Q
o
=
%]
&
)
e"‘\wk :\""gJ
g &
& @o
< P
erceptron .
Created by erogol
| :
1960 1865 1970

I
1975

Zurich University
of Applied Sciences

zh
aw

Trends in research-oriented practice
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Exercise: Recap from P01 reading assignment Zh

= Your 2 facts & 3 questions?

Important points

» Brief examples for supervised and
unsupervised learning [Murphy, 1.3-1.4]

« Basic idea of few algorithms: kNN, linear regression &
logistic regression [Murphy, 1.4.1-1.4.6]

« What is a well posed learning problem? [mitchell, 1.1]

* One detailed example of formulating a learning problem
[Mitchell, 1.2] B

* Model flexibility and the bias-variance trade-off

- the need for evaluation
[Murphy, 1.4.7-1.4.9] [Russell & Norvig, 18.4]

Not covered here specifically
« Statistical perspective on hierarchical clustering
» Statistical perspective on KNN, CART, Random Forest

Zurich University of Applied Sciences and Arts 18
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Definitions

What is machine learning?
My Definition

Data
What are the key concepts in machine learning? | Learning

' Modeling

I ' l E le
Tryl n g to a.p M aC h I n e L ear n I n g // What problems can machine learning address? xamples
Classes
f Regression
THEORY TECHNIQUES PARADIGMS f
If [ Instance-based
NSlAncesnaset
‘L l’ ."l’l / [ Regularization
o s, / / Decision Trees
| Bayesian
vC Freer supervised <_'|'|Th;is Machine Learning? What alaerithms d hine | . ide? Kernel Methods
1 H — - at algorithms does machine learnin rovide -
. . regularization _ -— — 9 ap Clustering Methods
bias—variance neural networks unsupervised —
— | Association Rules
validation
q SVM : Artificial Neural Networks
complexity reinforcement -
nearest neighbors aggregation _Deep Learning
bayesian RBE active |: Dimensionality Reduction
input processing \_Ensembles
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algorithm cheat-sheet
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||' Probability
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What other fields are related to machine learning?
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— T
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)
|
Sequence il Recommender
Prediction Basket Systems
Analysis
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T T
One or few outputs Multiple cutputs
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Our map

Types of: inductive
(example-based)

Machine Learning

Subtypes of: Supervised
(learn concepts / predict values)

(real-world) system for easier processing.” > see appendix

Model := “a (abstract) system which captures the characteristics of some

Zurich University of Applied Sciences and Arts

linear / non-linear parametric / non-parametric discriminative / generative

Search through hypothesis space,
driven by theory and empiricism

InIT Institute of Applied Information Technology (stdm)

fixed size / growing with data

predictive / inferential deep / shallow

Zurich University
of Applied Sciences

zh
aw

—

learn boundary / blueprint

black box / explanatory




2. INDUCTIVE SUPERVISED LEARNING
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Inductive learning Zh
Goal
» Discover general concepts from a limited set of examples (experience)

Methods are based on inductive reasoning:

» It obtains general knowledge (a model) from specific information

« The knowledge obtained is new (i.e., not implicitly present in a logical theory)

« Its not truth preserving (new information can invalidate the knowledge obtained)

What is sufficient? Basic
ML research question!

called the «inductive learning hypothesis»

Only one counterexample invalidates the result

1. Induction 2. New examples 3. Induction

C1 C2 C1 C2

Zurich University of Applied Sciences and Arts
InIT Institute of Applied Information Technology (stdm) + —_
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Inductive supervised learning

Classification & regression azﬁ

Semi-formal representation Goal
* N Examples are usually described by * Approximate the mapping function from
attribute-label pairs (x;,y;),i=1..N example x to label y with a hypothesis
» Labels usually denote concepts, h(x) =9 = f(x)
e.g. y; = 0 for “red”, y; = 1 for “blue” « ...suchthatit generalizes well! Basic ML research
i |
« Examples have been generated by some questions:
unknown function f(x) = y, and noise = Which is the best approximation, what
S are the candidates, how to search them?
o Incanter Dataset
ii:esi:a. - ;:e(;)n‘ : iEa' - gje; ) zggg Hjl 5@ UNKNOWN TARGET DISTRIBUTION UNKNOWN
1.7 3.2 1.3 0.2 setosa Q Ply I X) INPUT
14.6 3.1 15 0.2 setosa > target function £ X—9% plus noise DISTRIBUTION
les s - i1 e 3 Px)
o T4 s 02 Setoad 2 _ —
|a.4 2.9 1.4 0.2 setosa 3 DATA SET R x training data
A | )
B 8 B & = g \ A=)
2 £ = oz 7 applicable to
:ﬁi ;2 ii 8;’ i 'ﬁ HYPOTHESIS test data
- = (just X)
Bl i it it con 34 = \
L L 4 L J HYPOTHESIS SET
p-dimensional feature vectors, x labels, y H
Zurich University of Applied Sciences and Arts we usually drop the real-valued labels are also possible .

IniT Institute of: Applied Information Technology (stdm) vector notation => regression instead of classification
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Learning as search

...through a hypothesis space H azw

Hypothesis spaces
riomlZ Sk
'/ 3 % ° ° ° Y ‘. .
. ,,,,,,,,,,, by “ e a
Logic formulas in DNF  Probabilistic models (PDF)  Linear/non-linear Ellipse, rectangle, ...

functions
« H contains all possible hypothesis that can be built with the chosen representation

explicit reference to parameters 6

Formal goal
* Find the hypothesis h*(x,8) = y that best fits the training data...
» ...according to a loss function L(h(x,8),y)...

» ...by searching the hypothesis space H = {h(x,60)|0 € P} (P is the set of all possible parameters)
 Thatis:

« find h* = arg min Eemp (h)...” 1 minimizing average loss 0/1 loss is often used in classification tasks
heH
 ...by minimizing the empirical error Egp,,(h) = %ZIL-V:lL(h(xi, 0),y;), with e.g. L(¥,y) = {

Zurich University of Applied Sciences and Arts 28
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= Very useful decomposition of inductive bias for practice: =
language bias | search bias | overfitting-avoidance bias AR ks

Inductive bias

Guiding the search through H azﬁ

«A learner that makes no a priori assumptions regarding the identity of the target

concept has no rational basis for classifying any unseen instances»
[Mitchell, 1997, Ch. 2.7.3]

No free lunch theorem regarding the general equivalence of learners
« When all functions f are equally likely, the probability of observing an arbitrary sequence of
cost values during training does not depend upon the learning algorithm £  [Wolpert, 1996]

=>» All learning algorithms have advantages & disadvantages, depending on the current data

Inductive bias of a learning algorithm £ for instances in X
 Any minimal set of assertions B that, together with £ and the training set,
D ={(x;,y;)},i = 1..N, allows for deductively inferring the y’ for a new x’' € X
« That is: Make all assumptions explicit in B such that vVx’' € X: (B,L,D,x") = y' is provable
i.e.: based on a priori knowledge

Zurich University of Applied Sciences and Arts 29
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Inductive unsupervised learning

Clustering and beyond

Usual task: Clustering

* N Examples are described by feature
vectors x;,i = 1..N without any labels

« The examples naturally fall into K groups;
K and the group membership function
f(x) =y,y € 1..K are unknown

Challenges a form of inductive bias!
« Similarity by distance and/or density?
» Choice of parameters (i.e., range of K)

Also called «latent factors»
Other tasks or «hidden variables»

« Discovery of unobserved variables

« Dimensionality reduction

» Feature learning (e.g. autoencoders)

« Matrix completion (e.g. recommend, inpaint)

» Discovery of dependency structure in
features (graph analysis)

Zurich University of Applied Sciences and Arts
InIT Institute of Applied Information Technology (stdm)
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Dm0 ) oft: Effect of density- vs.
m ;| distance-based similarity.

\J From left to right: K-Means

) (K =2),K-Means (K = 3),
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3. WHAT IS LEARNABLE? (COMPUTATIONAL LEARNING THEORY)

Zurich University of Applied Sciences and Arts 31
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What is learnable? Zh
Previous findings

* Any target function f over an instance set X is learnable

* ...given an expressive enough (deterministic) hypothesis space H,

« ...alarge enough training set D¢;4in,
« ...and stationarity of the distribution over X (i.e., instances in D;,.,;, and D¢ are i.i.d.)

Better questions

* What size of D.qin IS large enough?

« Given that large enough training set, how well does the training error (empirical error over
D:rqin) Predict generalizability? -

=» This is the domain of computational learning theory (CLT)

Zurich University of Applied Sciences and Arts
InIT Institute of Applied Information Technology (stdm)
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PAC Learnability and VC Complexity Zh
Measuring the complexity of infinite hypothesis spaces aw

Theoretical results (= see appendix): Unrealistic but helpful

« Sample complexity bounds using |H'| usually do a substantial overestimate
« The assumption that f € # is unrealistic (would often need an unbiased H)

« But:

«[VC] dimension is a way of measuring the complexity of a class
of functions by assessing how wiggly its members can be.»

http://www.svms.org/vc-dimension/

Measuring Vapnik-Chervonenkis (VC) dimension for infinite H
« h e X is“shattering a set of instances S € X" iif h can partition S in any way possible
o« VC(H) :=|{S € X|S is the largest subset of X shattered by any h € H}|

can be used as an to compute sample complexity

o

L o
Y o o [ ]
/_3/" /;"/’ ./ %
(=] L
o L]
Zurich University of Applied Sciences and Arts

InIT Institute of Applied Information Technology (stdm) A 2d Iinear C|aSSIerr (Stra'ght I|n6) can Shatter 3 pOIntS
= VC(2D straight lines) = 3 (but |H| = ) .
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What VC theory guarantees:

Zurich University

«The size of training set required to ensure Gt Al Suneida
good generalisation scales linearly with [VC
- dimension] in the case of a consistent
VC CO m p I exi ty con td ' hypothesis». [Cristianini and Shawe-Taylor, 2000] Zh

aw

Examples
* Provable: VC(p — dim linear decision surface) =p + 1
* Provable: VC(conjunction of n Boolean literals) = n

« Provable: VC(multilayer neural net of n perceptrons) = 2(p + 1) - n-log(e - n)
= Doesn’t hold for backpropagation training (sigmoidal units, inductive bias for small weights)
= Sample complexity for NN should consider number and numerical size of weights!
= Fits “Uncle Bernie’s rule”: N = 10w (w is the number of weights; other estimate: N = wlogw)

VC dimension and sample complexity of a learning problem
» Learning problem defined by concept C and hypothesis space H, ¢ and § as in appendix

+ max (logs, 52) < N < 2(4log, 2 +8VC(3H) - log, )

) 5 32¢ € . rather tight: only difference to order
v v . of lower bound is a factor of log=
Lower bound - necessary N Upper bound - sufficient N 3

1

required: VC(C) = 2, < % 6 < 100
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Exercise: What’s the point of CL theory?

Z
aw

Take some time with your neighbor and discuss:

* How can you determine the VC dimension of a practical
ML method?

* Howis VC(H) related to the complexity of the learning
task?

« Can you make statements on the complexity of a
learning problem based on CLT results?

« Do you find concrete results on the web concerning
sample complexity of algorithms you already know/use?
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Rehabilitation of ML

Relativizing previous pessimistic statements aw

“Fitting parameters of a function to a set of data
(data usually handcrafted, function chosen heuristically)”

« Pure function fitting could be extended to a feedback loop (active learning): A “critic” reviews the result
of a learner and operates a simulation to generate exactly the next data needed to enlighten current
“blind spots”

* A model for practical “Al” (inspired by E. Mogenet, Google Research Europe):

Al Knowledge engineering (symbolic):
* | Ontologies =
» | Logical inference

Machine Learning (sub-symbolic):

« T Hierarchical unsupervised learning |
» T Solid computer vision stack

* TImages of the world
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Rehabilitation of ML (contd.) Zh

Relativizing previous pessimistic statements

“Search through hypothesis space, driven by theory and empiricism
(ultimately, ML depends on intelligent choice of the class of #; £then optimizes the details)”

« Even if NFL states the general equivalence of all learners, there might be a single well-suited learner
for the subclass of all practical problems encountered on earth
=>» Deep learning has shown some progress on the subclass of pattern recognition problems

» Two facts give hope: (a) bias-free learning is futile and (b) good general learners for all practical
problems do exist (biological learners, especially humans)
= We might discover general inductive biases (i.e., learning algorithms) that are less domain-/problem-specific

>

there's a linear

relationship between
inputs & outputs

application level

the hypothesis space
is smooth
learn sparse,
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Review

Z
aw

 Remember what you've read for PO1 (in particular algorithm
examples)!

« Classic (inductive supervised) ML: approximate a function of your
choice using given tabulated data X with labels Y - training

« Long-term goal: (artificial) intelligence = learn representation (of
data & function) automatically

« The inductive bias guides the search through the chosen
hypothesis space

* No single learner is best for all occasions (no free lunch theorem)

« Computational learning theory guarantees that the number of
needed training data grows linearly with VC dimension
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IT HAR A FAYCURITE
COLOUR.

W

*

\\"“l‘

¢

 N.HARDING

what it is

& 2¥1d Ted Goff
KDnuggetsCartoon

“The machine leaming algorithm
wants to know if we'd like a
dozen wireless mice to feed the
Python book we just bought.”

Machine

Learning

CAN MY BOYFRIEND
COME ALONG?

\
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Further reading

See also: https://stdm.github.io/Some-places-to-start-learning-ai-ml/

Authors

Lipton
Chandola et al.
Mitchell

James, Witten, Hastie, Tibshirani

Duda, Hart, Stork

James, Witten, Hastie, Tibshirani

Mitchell

Oza, Tumer

LeCun, Bengio, Hinton
Stanley, Miikulainen
LeCun et al.

Hyérinen, Oja
Kaelbling et al.
Breiman

Ke, Hoiem, Sukthankar
Ciresan et al.

Yuetal.

Viola, Jones
Reynolds, Rose
Mordvintsev et al.
Jimmy Ba, Volodymyr
Mnih, Koray Kavukcuoglu
Chung ... Hinton
Dieleman et al.
Bauckhage, Sifa
Doersch

Goodfellow et al.

Zurich University
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Title

A Critical Review of Recurrent Neural Networks for Sequence Learning
Anomaly Detection - A Survey

Machine Learning, Chapter 6

Introduction to Statistical Learning, 4th Printing, Chapter 8

Pattern Classification, 2nd Edition, Chapter 9

Introduction to Statistical Learning, 4th Printing, Chapter 10

Machine Learning, Chapter 11+12

Classifier Ensembles - Select Real-World Applications

Deep Learning

Evolving Neural Networks through Augmenting Topologies
Gradient-Based Learning Applied to Document Recognition
Independent Component Analysis - A Tutorial

Reinforcement Learning - A Survey

Statistical Modeling - The Two Cultures

Computer Vision for Music Identification

Deep Neural Networks Segment Neuronal Membranes in Electron Microscopy Images
Feature engineering and classifier ensemble for KDD cup 2010

Robust Real-Time Face Detection

Robust Text-Independent Speaker Identification Using Gaussian Mixture Speaker Models
Inceptionism: Going Deeper into Neural Networks

Multiple Object Recognition with Visual Attention

Gated Feedback Recurrent Neural Network
Classifying plankton with deep neural nets
k-Maxoids Clustering

A Tutorial on Variational Autoencoders
Generative Adversarial Nets

Zurich University of Applied Sciences and Arts
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Year Category
2015Algorithms
2009 Algorithms
1997 Algorithms
2014 Algorithms
2001 Fundamentals
2014 Algorithms
1997 Algorithms
2008 Algorithms
2015Algorithms
2002Algorithms
1998Algorithms
1999 Algorithms
1996 Algorithms
2001 Algorithms
2005Applications
2012 Applications
2010Applications
2004 Applications
1995Applications
2015Applications
2015Applications

2015Algorithms
2015Applications
2015Algorithms
2016 Algorithms
2014 Algorithms

aw

Focus

Sequential supervised learning

Anomaly detection

Bayesian Methods

Tree-based methods

More ML principles, classifier evaluation

Unsupervised learning

Analytical (deductive) learning

Ensemble learning

Deep Learning

Genetic algorithms train weights & structure of neural nets
Learning end to end

Independent component analysis

Reinforcement learning

Debating different approaches in statistics and machine learning (computer science)
Audio fingerprinting

Medical image segmentation

Feature extraction & ensemble building

Face detection

Speaker recognition

Synthesizing psychedelic images from Neural Networks
Automatic creation of image captions using deep learning

RNN architecture which learns

Application of CNN to classify images from unbalanced small data sets
Clustering

Unsupervised learning

Unsupervised learning
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Secrets of success Zh
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Know your learnin
do you need adgijt
to our deductive (

g style [Kolb:
lonal materig|
general theory

Formulate goals,
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9
knowledge example) approach to M 2

T
ill be brought to YO©
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(Bill Johnson)

Use self study
possibilities
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Google Acquires Artificial Intelligence Startup| :-:-.

DeepMind For More Than $500M Zh
a 78! U (@catherinesnu aw

1000 - AlphaGo Zero surpasses all other versions of AlphaGo

and, arguably, becomes the best Go player in the world.
It does this entirely from self-play, with no human
intervention and using no historical data.

NATIONAL WEEKLY JOURNAL OF SCIENCE

Elo Rating

|

20

25

30

15 35

=== AlphaGo Zero 40 blocks  ssss AlphaGo lLee  sesee AlphaGo Master

ast—a computer program that
can beat a champion Go player PAGE484

ALL SYSTEMS GO

CONSERVATION RESEARCH ETHICS POPULAR SCIENCE  NATSRE COM/NATURE

SONGBIRDS SAFEGUARD WHEN GENES
T (0)'¢ G H’

Google will bu

reports that tt

in talks to buy
couldn’t disclose deal terms.

The acquisition was originally confirmed by Google to Re/code. H[\NH"HH
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' Deep neural networks can now transfer the style of
iy ‘one photo onto another z

4 And the results are impressive

by James Vincant | @jvincent | Mar 20, 2017, 1:53pm EDT

f soaRe | wp THET | i nceony

Computing

Algorith
Artistic.
OtherIn

Adeepneuraln
otherimages.

Google

by Emerging Tect

The nature of arti
of Vincent Van C
Edvard Munch’s

humans recogni:

<]~

Original photo Reference photo Result

You've probably heard of an Al technique known as “style transfer” — or, if you haven't heard

of it, you've seen it. The process uses neural networks to apply the look and feel of one

image o another, and appears in apps like Prisma and Facebook. These style transfers,

however, are siylistic. not photorealistic. They look good because they look like they've been

painted. Now a group of researchers from Comell Umversny and Adobe have augmented N[]W TRENI]INB

Zurich University of Applied Sciences an = ‘ 44
InIT Institute of Applied Information Tecl ‘ ¢ ¥




Kunstliche Intelligenz Zurich University
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WaVENet I.a‘f‘ni;t’r:.nm“. tavanvanlh A matiivlialh Llimaarn

von Henning Steier - 12.9.201  what if you could imitate a fameous celebrity's voice or sing like 3 famous singer? This project started with a goal to convert z h
someone’s voice to a specific target voice. So called, it's voice style transfer. We worked on this project that aims to conwvert
Die Google-Tochter Deeph SOMmeone’s voice to a famous English actress Kate Winslet's voice, We implemented a deep neural networks to achieve that aw

macht auch Musik. and more than 2 hours of audio book sentences read by Kate Winslet are used as a dataset.

f ¥ ¥ in &

nerierte Sprache
Is Texteingabe»

Model Architecture nerierte Musik
Ine Inhaltsvorgabe»

This is a many-to-one voice comnversion system. The main significance of this work is that we could generate a target speaker’s
utterances without parallel data like <source's wav, target’s wav>, <wav, text> or <wav, phone>, but only waveforms of the
target speaker. (To make these parallel datasets needs a lot of effort.) All we need in this project is a number of waveforms of
the target speaker's utterances and only a small set of <wav, phone > pairs from a number of anonymous speakers,

DeepMind lasst WaveNet Spra

. _ » Net1: phoname I Net2: speech . .
Die Google-Tochter Deej ’ classifier ' synthesizer

Spiel «Go» Schlagzeilen:

einen der besten mensch W

Londoner Unternehmen A's Waveforms Speech Recognition Speech Synthesis B's Waveforms
erzeugt Sprache, die sehi Train1 w small paralel dataset
im Blogeintrag des Untel Train2 w large non-paraliel dataset 1 Second
Massstab nimmt. Man hs I
“My name is Awin!” My name is Avinl®
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...und die Liste liesse sich fortsetzen!
°5ra~co-~,z.m::s About

Image Completion with Deep Learning in TensorFlow
August g, 2016

Gooooe

Introduction
Step 1: Interpreting images as samples from a probability distribution
+ How would you fill in the miszing information™
+ But where does statistics fit in? These are images.
» So how can we complete images?
Step 2: Quickly generating fake images
» Leamning to generate new samples from an unknown probability distribution

Blog O L 4 T RN

Haziars gidetoNeul Netwarks

Andrej Karpathy blog e

The Unreasonable Effectiveness of Recurrent Neural
Networks

Nvidia Al Generates Fake Faces

+ [ML-Heavy] Generative Adversarial Net (GAN) building blocks
+ Using &(z) to produce fake images
T Based On Real Celebs
- s
s [ML-Heavy]
+ Fumning DCQ BY S NIE MLOT 10.31.2017 = 10:00AM EST
« Step 3: Finding the
» Image compl . f ¥ in (p @
s [ML-Heav '} \ & SHARES

Conchasion
Partial bibliograph;
Bomus: Incomplete|

Introduction

Content-aware fill iz a pg
completion and inpaintir
do content-aware fill, im
“Semantic Image Inpaind
shows how to uze deep
some deeper portions fo
zection can be skipped if
from images of faces, 1
completion.tensorflow.

‘Well approach image cou

1. Well first interpret
2, This interpretation|
3. Then we'll find the

I'm getting a distinctly mid-90s "The Rachel" vibe from the woman in the top left
corner (via Nvidia)

Celebrity scandals are about to get a lot
more complicated.

STHY ON THRGET

Al Shelley Pens Truly Creepy Horror
Stories-And You Can Help Nvidia has developed a way of producing
photo-quality, Al-generated human profiles—

by using famous faces.

Neural Network Serves Up Truly
Frightening Hall Pactons id

hand,

all

=
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the morning paper

The amazing power of word vectors
APRIL 21, 2016

For today’s post, I've drawn material not just from one paper, but from
five! The subject matter is ‘word2vec’ — the work of Mikolov et al. at Google
on efficient vector representations of words (and what you can do with

them). The papers are:

Efficient Estimation of Word Representations in Vector
Space — Mikolov et al. 2013

Distributed Representations of Words and Phrases and their
Compositionality — Mikolov et al. 2013

Linguistic Regularities in Continuous Space Word
Representations — Mikolov et al. 2013

wordavec Parameter Learning Explained — Rong 2014
wordzavec Explained: Deriving Mikolov et al’s Negative

Sampling Word-Embedding Method — Goldberg and Levy 2014

From the first of these papers (‘Efficient estimation...) we get a description
of the Continuous Bag-of-Words and Continuous Skip-gram models for
learning word vectors (we'll talk about what a word vector isin a
moment...). From the second paper we get more illustrations of the power
of word vectors, some additional information on optimisations for the skip-

gram model (hierarchical softmax and negative sampling), and a discussion

Of ammbhtne cirned b aven a smhranans Tha hivd e 0T e india
R
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On modeling and abstraction Zh

Quoted from AIMA, p. 68-69, sec. 3.1.2
A model [is] an abstract mathematical description [...] and not the real thing
« The process of removing detail from a representation is called abstraction
« The abstraction is valid if we can any abstract a solution in the more

« The abstraction is useful if carrying out each of the actions in the solution is
the problem

« The choice of a good abstraction thus involves removing as much detail as possible
while retaining validity and ensuring that the abstract actions are easy to carry out

=> Were it not for the ability to construct useful abstractions, machine learning solutions would
be completely swamped by the real world
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An example

...of the futility of bias-free learning aw

Example Sky  AirTemp  Humidity  Wind  Water Forecast EnjoySport Example Sky AirTemp  Humidity @ Wind  Water Forecast  EnjoySport
1 Sunny  Warm Normal  Strong Warm Same Yes 1 Sunny Warm Normal  Strong  Cool Change Yes
2 Sunny ~ Warm High Strong Warm Same Yes 2 Cloudy Warm Normal  Strong  Cool Change Yes
3 Rainy Cold High Strong Warm  Change - No 3 Warm Normal  Strong  Cool Change No
4 Sunny Warm High Strong  Cool Change Yes

Training set D;,.4in (l€ft) and unseen test set Dy, (right) for the concept “EnjoySport” (from [Mitchell, 1997, Ch. 2]).

« The CandidateElimination algorithm finds all hypotheses V = {h € H|h consistent with D, qin}
» Classifies an unknown instance positive iif it is classified positive by all h € V
« Searches by enumerating the sets of most general and most specific consistent hypotheses (V,, V;)

» Suppose H includes conjunctions of constraints on all features (specific values & wildcards)
=» CandidateElimination learns v, = {< Sunny, Warm,?, Strong,?,? >}, V, = {< Sunny,?,?,?,?,7>,<?,Warm,?,?,?,7> }
= No h € V classifies all 3 instances in D;,,; correctly (disjunction needed)

« Change H so it allows arbitrary combinations of conjunction, disjunction and negation
= H now contains all possible concepts - it is unbiased
=> CandidateElimination will just memorize D4, (V; = V; = instances themselves)
=> No generalization possible!

Inductive bias of CandidateElimination: The
concept can be represented in its (limited) H.
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PAC Learnability Zh
Framework for characterizing learners over finite |H| aw

with probability 1 — § with true error < ¢

A learning algorithm is said to learn probably approximately correct (PAC) iif
 We can find N such that after seeing N training examples, all consistent h € H will be
approximately correct with high probability after computational time

« That is: Computational effort & needed training samples grow only with % &%

Advantages if one can show an algorithm to be a PAC learner

* «Any hypothesis that is consistent with a sufficiently large set of training examples is
unlikely to be seriously wrong» [Russell & Norvig, 2010, Ch. 18.5]

« There are provable upper bounds on the sample complexity of learners over specific H

- Eg,N2> e (lnl + In |7—(|) for any consistent PAC learning algorithm
AN “Consistent” learners have 0 training

] . .. . ) error. Replace E with 2—22 for “agnostic”

Examp.le.. andldateEllmlnatlon (seg appendix) leamers (F & 3): repiace (7] with c -

* 96 distinct instances possible for EnjoySports task 2P for an unbiased H with p-

e |H]| =973 (just conjunctions), let € = 0.01, § = 0.95 dimensional features (c is a constant).

=>» N should be greater than 693
E.g. via inductive bias, regularization
- more in VO6.
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