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P12 – Selfplay for Tic Tac Toe 

1. Background research 
Amongst several striking ideas, Peter Abbeel prominently mentions "self play" as one 
important ingredient of future successful AI agents trained with reinforcement learning 
(RL) in his recent summary talk at EECS [1], where he places this topic in larger context 
of "learning to learn". 
 
Make yourself acquainted with Prof. Abbeel's ideas from the abovementioned talk on 
"learning to learn" [4] with a specific focus on how the "self play" he proposes [2][3] 
works. Compare it with the work of David Silver et al. on the game of Go [5]. 

2. Learning to play Tic Tac Toe, WarGames-style 
In their introductory book to RL, Sutton & Barto relate the example of the game Tic Tac 
Toe that due to its simplicity can be taught to an agent with a very simple RL technique 
[6, p. 7-10]. Please implement this example in a way where the agent learns to play Tic 
Tac Toe by repeated games against itself (i.e., against a non-static opponent that itself 
improves over time). Please use Python to implement the challenge and fulfill the API 

for the agent that is implicitly defined in t3_controller.py and t3_engine.py.  

 
Check the progress ogf your agent while letting it play against humans (as first- and 
second mover). What do you observe, and why? Note down lessons learned from your 
development experience. Do you come to similar conclusions as the author of [7]? 
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